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Since its inception at Xerox Corporation in the early 1970s, Ethernet has been the dominant networking protocol. Of all current networking

protocols, Ethernet has, by far, the highest number of installed ports and provides the greatest cost performance relative to Token R

Distributed Data Interface (FDDI), and Asynchronous Transfer Mode (ATM) for desktop connectivity. Fast Ethernet, which increased

Ethernet speed from 10 to 100 megabits per second (Mbps), provided a simple, cost-effective option for backbone and server conectivity.

Gigabit Ethernet builds on top of the Ethernet protocol, but increases speed tenfold over Fast Ethernet to 1000 Mbps, or 1 gigbit per

second (Gbps). This protocol, which was standardized in June 1998, promises to be a dominant player in high-speed local area ntwork

backbones and server connectivity. Since Gigabit Ethernet significantly leverages on Ethernet, customers will be able to leverage thei

knowledge base to manage and maintain gigabit networks.

The purpose of this technology brief is to provide a technical overview of Gigabit Ethernet. This paper discusses:

• The architecture of the Gigabit Ethernet protocol, including physical interfaces, 802.3x flow control, and media connectivity options

• The Gigabit Ethernet standards effort and the timing for Gigabit Ethernet

• Comparison of Gigabit Ethernet and ATM technologies

• Gigabit Ethernet topologies

• Migration strategies to Gigabit Ethernet

Gigabit Ethernet Protocol Architecture

In order to accelerate speeds from 100 Mbps Fast Ethernet up to 1 Gbps, several changes need to be made to the physical interface.

decided that Gigabit Ethernet will look identical to Ethernet from the data link layer upward. The challenges involved in accelerating to 1

Gbps have been resolved by merging two technologies together: IEEE 802.3 Ethernet and ANSI X3T11 Fibre Channel. Figure 1 sh

key components from each technology have been leveraged to form Gigabit Ethernet.
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Figure 1 Gigabit Ethernet Protocol Stack

Leveraging these two technologies means that the standard can take advantage of the existing high-speed physical interface technology of

Fibre Channel while maintaining the IEEE 802.3 Ethernet frame format, backward compatibility for installed media, and use of full- or

half-duplex carrier sense multiple access collision detect (CSMA/CD). This scenario helps minimize the technology complexity, resu

a stable technology that can be quickly developed.

The actual model of Gigabit Ethernet is shown in Figure 2. Each of the layers will be discussed in detail.
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Figure 2 Architectural Model of IEEE 802.3z Gigabit Ethernet

(source: IEEE Media Access Control parameters, physical layers, repeater and management parameters for 1000-Mbps operation)

Physical Interface

See Figure 3 for the physical diagram.

Figure 3 802.3z and 802.3ab Physical Layers
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Gigabit Ethernet Interface Converter

The Gigabit interface converter (GBIC) allows network managers to configure each gigabit port on a port-by-port basis for short wav

(SX), long wavelength (LX), and long-haul (LH) interfaces. LH GBICs extended the single-mode fiber distance from the standard 5 km

km. Cisco views LH as a value add, although it’s not part of the 802.3z standard, allowing switch vendors to build a single physical sw

switch module that the customer can configure for the required laser/fiber topology. As stated earlier, Gigabit Ethernet initially suppo

key media: short-wave laser, long-wave laser, and short copper. In addition, fiber-optic cable comes in three types: multimode (62.5 um),

multimode (50 um), and single mode. A diagram for the GBIC is shown in Figure 4.

The Fibre Channel physical medium dependent (PMD) specification currently allows for 1.062-gigabaud signaling in full duplex. G

Ethernet will increase this signaling rate to 1.25 Gbps. The 8B/10B encoding (to be discussed later) allows a data transmission rate of 1000

Mbps. The current connector type for Fibre Channel, and therefore for Gigabit Ethernet, is the SC connector for both single-mode and

multimode fiber. The Gigabit Ethernet specification calls for media support for multimode fiber-optic cable, single-mode fiber-optic cable,

and a special balanced shielded 150-ohm copper cable.

Figure 4 Function of the GBIC Interface

In contrast, Gigabit Ethernet switches without GBICs either cannot support other lasers or need to be ordered customized to the laser types

required.

Long Wavelength and Short Wavelength Lasers over Fiber-Optic Media

Two laser standards are supported over fiber: 1000BASE-SX (short wavelength laser) and 1000BASE-LX (long wavelength laser). Sh

long-wavelength lasers will be supported over multimode fiber. Two types of multimode fiber are available: 62.5 and 50 micron diameter

fibers. Long wavelength lasers will be used for single-mode fiber because this fiber is optimized for long wavelength laser transmissio

is no support for short wavelength lasers over single-mode fiber.

The key differences between the use of short and long wavelength laser technologies are cost and distance. Lasers over fiber-o

take advantage of variations in attenuation in a cable. At different wavelengths, “dips” in attenuation are found over the cable. Short a

wavelength lasers take advantage of those dips and illuminate the cable at different wavelengths. Short wavelength lasers are readily

because variations of these lasers are used in compact-disc technology. Long wavelength lasers take advantage of attenuation dis at longer

wavelengths in the cable. The net result is that although short wavelength lasers will cost less, they transverse a shorter distance. In

long wavelength lasers are more expensive but they transverse longer distances.
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Single-mode fiber has been traditionally used in the networking cable plants to achieve long distance. In Ethernet, for exampl

single-mode cable ranges reach up to 10 km. Single-mode fiber, using a 9-micron core and 1300-nanometer laser, demonstrates longest

distance technology. The small core and lower-energy laser elongate the wavelength of the laser and allow it to transverse greater

This setup enables single-mode fiber to reach the greatest distances of all media with the least reduction in noise.

Gigabit Ethernet will be supported over two types of multimode fiber: 62.5 and 50 micron-diameter fibers. The 62.5-micron fib

typically seen in vertical campus and building cable plants and has been used for Ethernet, Fast Ethernet, and FDDI backbone traffic. This

type of fiber, however, has a lower modal bandwidth (the ability of the cable to transmit light), especially with short wavelength lasers. In

other words, short wavelength lasers over 62.5-micron fiber will be able to transverse shorter distances than long wavelength lasers

to 62.5-micron fiber, the 50-micron fiber has significantly better model bandwidth characteristics and will be able to transverse longer

distances with short wavelength lasers.

150-Ohm Balanced Shielded Copper Cable (1000BASE-CX)

For shorter cable runs (of 25 meters or less), Gigabit Ethernet will allow transmission over a special balanced 150-ohm cable. This is a new

type of shielded cable; it is not unshielded twisted-pair (UTP) or IBM Type 1 or II. In order to minimize safety and interference concerns

caused by voltage differences, both transmitters and receivers will share a common ground. The return loss for each connector is limited to

20 dB to minimize transmission distortions. The connector type for 1000BASE-CX will be a DB-9 connector. A new connector is beng

developed by AMP called the HSSDC.

The application for this type of cabling will be short-haul data-center interconnections and inter- or intra-rack connections. Because of

the distance limitation of 25 meters, this cable will not work for interconnecting data centers to riser closets.

The distances for the media supported under the IEEE 802.3z standard are shown in Figure 5.

Figure 5 802.3z and 802.3ab Distance Chart
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Serializer/Deserializer

The physical media attachment (PMA) sublayer for Gigabit Ethernet is identical to the PMA for Fibre Channel. The serializer/deseria

responsible for supporting multiple encoding schemes and allowing presentation of those encoding schemes to the upper layers. Dat

the physical sublayer (PHY) will enter through the PMD and will need to support the encoding scheme appropriate to that media. The

encoding scheme for Fibre Channel is 8B/10B, designed specifically for fiber-optic cable transmission. Gigabit Ethernet uses a similar

encoding scheme. The difference between Fibre Channel and Gigabit Ethernet, however, is that Fibre Channel utilizes 1.062-gigaaud

signaling whereas Gigabit Ethernet utilizes 1.25-gigabaud signaling. A different encoding scheme will be required for transmission over

Category 5 copper cabling. This encoding will be performed by the 1000BASE-T PHY.

8B/10B Encoding

The Fibre Channel FC-1 layer describes the synchronization and the 8B/10B encoding scheme. FC-1 defines the transmission prol,

including serial encoding and decoding to and from the physical layer, special characters, and error control. Gigabit Ethernet utilizes t

encoding/decoding as specified in the FC-1 layer of Fibre Channel. The scheme utilized is the 8B/10B encoding. This scheme is smilar to

the 4B/5B encoding used in FDDI; however, 4B/5B encoding was rejected for Fibre Channel because of its lack of DC balance. The

DC balance can potentially result in data-dependent heating of lasers because a transmitter sends more 1s than 0s, resulting in higher error

rates.

Encoding data transmitted at high speeds provides some advantages:

• Encoding limits the effective transmission characteristics, such as ratio of 1s to 0s, on the error rate

• Bit-level clock recovery of the receiver can be greatly improved by using data encoding

• Encoding increases the possibility that the receiving station can detect and correct transmission or reception errors

• Encoding can help distinguish data bits from control bits

All these features have been incorporated into the Fibre Channel FC-1 specification.

In Gigabit Ethernet, the FC-1 layer takes decoded data from the FC-2 layer 8 bits at a time from the reconciliation sublayer (RS)

“bridges” the Fibre Channel physical interface to the IEEE 802.3 Ethernet upper layers. Encoding takes place via an 8- to 10-bit character

mapping. Decoded data comprises 8 bits with a control variable. This information is, in turn, encoded into a 10-bit transmission character.

Encoding is accomplished by providing each transmission character with a name, denoted as Zxx.y. Z is the control variable t can

have two values: D for Data and K for Special Character. The xx designation is the decimal value of the binary number composed of

of the decoded bits. The y designation is the decimal value of the binary number of remaining decoded bits. This scenario implies th

are 256 possibilities for Data (D designation) and 256 possibilities for Special Characters (K designation). However, only 12 Kxx.y val

valid transmission characters in Fibre Channel. When data is received, the transmission character is decoded into one of the 256 8-bit

combinations.

Media Access Control Layer

Logical Link Layer

Gigabit Ethernet has been designed to adhere to the standard Ethernet frame format. This setup maintains compatibility with the insta

of Ethernet and Fast Ethernet products, requiring no frame translation. Figure 6 describes the IEEE 802.3 Ethernet frame format.

Figure 6 Ethernet Frame Format

The original Xerox specification identified atypefield, which was utilized for protocol identification. The IEEE 802.3 specification eliminat

thetype field, replacing it with thelength field. Thelength field is used to identify the length in bytes of the data field. The protocol type

802.3 frames are left to the data portion of the packet. The Logical Link Control (LLC) is responsible for providing services to the network
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layer regardless of media type, such as FDDI, Ethernet, Token Ring, and so on. The LLC layer makes use of LLC protocol data units

in order to communicate between the Media Access Control (MAC) layer and the upper layers of the protocol stack. The LLC layer us

variables to determine access into the upper layers via the LLC-PDU. Those addresses are the destination service access point (DSA

service access point (SSAP), and control variable. The DSAP address specifies a unique identifier within the station providing protocol

information for the upper layer; the SSAP provides the same information for the source address.

The LLC defines service access for protocols that conform to the Open System Interconnection (OSI) model for network proto

Unfortunately, many protocols do not obey the rules for those layers. Therefore, additional information must be added to the LLC in o

provide information regarding those protocols. Protocols that fall into this category include IP and IPX. The method used to provide this

additional protocol information is called a Subnetwork Access Protocol, or SNAP frame. A SNAP encapsulation is indicated by the SSAP

and DSAP addresses being set to “0 x AA”. When that address is seen, we know that a SNAP header follows. The SNAP header ytes

long: the first 3 bytes consist of the organization code, which is assigned by the IEEE; the second 2 bytes use thetype value set from the

original Ethernet specifications.

Gigabit Ethernet Standards Process

The IEEE 802.3z Task Force

In the last several years, the demand on the network has increased drastically. The old 10BASE5 and 10BASE2 Ethernet networkere

replaced by 10BASE-T hubs, allowing for greater manageability of the network and the cable plant. As applications increased the de

the network, newer, high-speed protocols such as FDDI and ATM became available. However, Fast Ethernet became the backbone

because its simplicity and its reliance on Ethernet. The primary goal of Gigabit Ethernet was to build on that topology and knowledge

order to build a higher-speed protocol without forcing customers to throw away existing networking equipment.

The standards body that worked on Gigabit Ethernet was the IEEE 803.2z Task Force. The possibility of a Gigabit Ethernet Srd

was raised in mid-1995 after the final ratification of the Fast Ethernet Standard. By November 1995 there was enough interest to form a

high-speed study group. This group met at the end of 1995 and several times during early 1996 to study the feasibility of Gigabit Ethernet.

The meetings grew in attendance, reaching 150 to 200 individuals. Numerous technical contributions were offered and evaluated.

In July 1996, the 802.3z Task Force was established with the charter to develop a standard for Gigabit Ethernet. Basic concept a

on technical contributions for the standard was achieved at the November 1996 IEEE meeting. The first draft of the standard was produced

and reviewed in January 1997; the final standard was approved in June 1998.

One of the delays with 802.3z was with solving the problem of differential mode delay (DMD). DMD affects only multimode fiber w

using SX lasers. The problem is when one mode of light experience jitters (line distortion), this could, in extreme cases, cause a sing

to be divided into two or more modes of light (see Figure 7). In other words, data would be lost. Multimode fiber was designed for

short-distance light emitting diodes (LEDs), not lasers.

Figure 7 Differential Mode Delay Description

Lasers launch
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few modes

Modes traveling through the center (where the refractive index may dip)
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The fix is what’s referred to as a “conditioned launch” (see Figure 8). In other words, if the light that travels through the center of the co

a straight line—is directed at a slight angle (or directed just off the center of the core), then the modal delay is corrected. To achieve a

conditioned launch, a special mode-conditioning patch cable must be installed.

Figure 8 Conditioned Launch Description

Gigabit Ethernet and ATM

A few main factors drive network scalability on the campus. First, bandwidth and latency performance become more important as xisting

and emerging applications are and will be requiring higher bandwidth. The typical 80/20 rule (80 percent of the network traffic is local

compared to 20 percent to the backbone) is being reversed such that 80 percent of the traffic is now destined for the backbone. This setup

requires the backbone to have higher bandwidth and switching capacity.

Both ATM and Gigabit Ethernet solve the issue of bandwidth. ATM provides a migration from 25 Mbps at the desktop, to 155 

from the wiring closet to the core, to 622 Mbps within the core. All this technology is available and shipping today. ATM also promises 2.4

Gbps of bandwidth via OC-48, which was available and standard at the end of 1997. Ethernet currently provides 10 Mbps to the desk

100 Mbps to the core. Cisco has provided Fast EtherChannel® as a mechanism of scaling the core bandwidth and providing a migration

Gigabit Ethernet.

Second, a scalable campus networking architecture must account for existing desktops and networking protocols. This scenarces

compatibility with current desktop PCs, servers, mainframes, and cabling plants. Large enterprise networks have invested millions o

into this infrastructure. Also, in order to ensure a smooth migration, existing LAN protocols must be supported in some way in order to

a smooth migration.

Quality of service (QoS) has increased in visibility, as network managers require some traffic to have higher-priority access to the

network relative to other traffic, particularly over the WAN. The options for QoS include Guaranteed QoS, where a particular user or

is guaranteed performance, and class of service (CoS), which provides best-effort QoS, and finally, increased bandwidth such that c

for that bandwidth is no longer an issue.

Ethernet promises to provide CoS by mapping priority within the network to mechanisms such as Resource Reservation Protocol

for IP as well as other mechanisms for Internetwork Packet Exchange (IPX). ATM guarantees QoS within the backbone and over tWAN

by using such mechanisms as available bit rate (ABR), constant bit rate (CBR), variable bit rate (VBR), and unspecified bit rate (UBR).

Both ATM and Ethernet attempt to solve similar application-type problems. Traditionally, Ethernet and Fast Ethernet have been

for high-speed backbone and riser connectivity. A common application, for example, is to provide switched or group-switched 10 Mbps to

each desktop, with Fast Ethernet connectivity to and within the core. This scenario can be accomplished at a relatively low cost. Gigabit

Ethernet promises to continue scaling that bandwidth further. Recently, ATM has also been utilized to build campus-wide backbones at a

moderate price range. However, the key benefit of ATM has been seen in the metropolitan-area network and in the wide-area netwo

integration and compatibility has been a significant driver in scaling campus networks. The importance of integrating data types such

video, and data over a WAN has been a significant driver for service integration and will be key in reducing the cost of WAN services and

maintenance.

1000BASE-SX
“step index”

Prohibit laser-based transmitters from 
concentrating their light in the center of a fiber

This is referred to as "conditioned launch"

1000BASE-SX
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Migration to Gigabit Ethernet

Related Standards

The following sections briefly summarize four related IEEE standards.

IEEE 802.1p

Quality of service has become increasingly important to network managers. In June 1998, the IEEE 802.1p

committee standardized a means of individual end station requesting a particular QoS of the network and the network being able to

accordingly. This standard also specifies multicast group management.

A new protocol is defined in 802.1p, generic attribute registration protocol (GARP). GARP is a generic protocol that will be usd by

specific GARP applications; for example, GARP multicast registration protocol (GMRP), and GARP VLAN registration protocol (G.

GMRP is defined in 802.1p; GMRP provides registration services for multicast MAC address groups.

IEEE 802.1Q

The introduction of virtual LANs (VLANs) into switched internetworks has created significant advantages to networking vendors beause

they can offer value-added features to their products such as VLAN trunking, reduction in spanning-tree recalculations effects, and b

control. However, with the exception of ATM LAN emulation, there is no industry standard means of creating VLANs.

The 802.1Q committee has worked to create standards-based VLANs. This standard is based on a frame-tagging mechanism

work over Ethernet, Fast Ethernet, Token Ring, and FDDI. The standard will allow a means of VLAN tagging over switches and rout

will allow vendor VLAN interoperability. GVRP has been introduced in 802.1Q; this protocol provides registration services for

VLAN membership.

IEEE 802.3x

The IEEE 802.3x committee standardized a method of flow control for full-duplex Ethernet. This mechanism is set up between the two

on the point-to-point link. If the receiving station at the end becomes congested, it can send back a frame called a “pause frame” to th

at the opposite end of the connection, instructing that station to stop sending packets for a specific period of time. The sending station waits

the requested time before sending more data. The receiving station can also send a frame back to the source with a time-to-wait of zero,

instructing the source to begin sending data again. (See Figure 9.)

Figure 9 Operation of IEEE 802.3x Flow Control

This flow-control mechanism was developed to match the sending and receiving device throughput. For example, a server can trait to a

client at a rate of 3000 pps. The client, however, may not be able to accept packets at that rate because of CPU interrupts, excessiv

broadcasts, or multitasking within the system. In this example, the client sends out a pause frame and requests that the server delay

transmission for a certain period of time. This mechanism, though separate from the IEEE 802.3z work, complements Gigabit Ethnet by

allowing gigabit devices to participate in this flow-control mechanism.

1. Data flows to switch

2. Switch congested, 
2. “pause frame” sent

3. End session, wait
3. required time 
3. before sending File Server

Gigabit Ethernet
Switch
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IEEE 802.3ab

The IEEE 802.3ab committee specified Gigabit Ethernet transmission over Category 5 copper cable (1000BASE-T). For more infoon,

see “1000BASE-T: Delivering Gigabit Intelligence on Copper Infrastructure.” http://www.cisco.com/warp/public/cc/techno/lnty/etty/ggetty/

tech/1000b_sd.htm

Conclusion

Gigabit Ethernet is a viable technology that allows Ethernet to scale from 10/100 Mbps at the desktop to 100 Mbps up the riser to 100

in the data center. By leveraging the current Ethernet standard as well as the installed base of Ethernet and Fast Ethernet switches a

network managers do not need to retrain and relearn a new technology in order to provide support for Gigabit Ethernet. Cisco is lea

industry by driving the standards for Gigabit Ethernet while delivering a complete suite of Gigabit Ethernet products across the Catalys

of switches.
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