The Inner Product

Inner product or dot product of

U1 V1
Uz V2
u= , and v =
Un Vn
Vi
T V2
uev =UU'V = [ Up U» Un ]
Vn

UiV + U2V2 + -+ + UpVp

Note that
V « U =V1U1 + VoUo + -+ + VpUn

= UVy + UgVa + -+ UpVp = U = V




THEOREM 1

Let u,v and w be vectors in R", and let c be any scalar.
Then

a. u-v=v-u
b. U+V)-W=U-W+V W
C. (Cu).v =C(u-Vv)=uU-(cv)
d u-u>0,andu-u =0ifandonlyifu = 0.

Combining parts b and c, one can show

(C1U1—I— +cpup) W =Cl(U1 -W)-I— +cp(up -W)




Length of a Vector

Vi

Y : :
Forv = .2 , the length or norm of v is the nonnegative

Vn
scalar ||v || defined by

V= W~V-V = Vi+Vva+--+VvZ and  [[v]?=v-vV.

a
For example, if v —[ ] ] then ||v| = Va2 + b? (distance

between 0 and v)

Picture:

For any scalar c,
levil = fefllv



Distance in R"
The distance between u and v in R™;
dist(u,v) = |lu —v/|.

This agrees with the usual formulas for R? and R3. Let
u =(ug,uz) and v =(v,Vv2).

Thenu —v =(uU; —vi,Uz — v2) and

dist(u,v) = Ju = V| = ||[(U1 — V1,Uz2 — Vo) |

= J (U1 = V1)? + (U2 — V2)°



Orthogonal Vectors

[dist(u,v)]? = u = v|? = (U=V) - (U -V)
=U)-U-V)+(-V)-(U-V)=
—U+U—-U-V+-V-U+V-V

=full®+v]*-2u-v

= [dist(u,v)]% = |lu||?+ |v][?=2u -V

Similarly,
[dist(u,—v)]? = Jul|?+ |[V]|?+2u -V



Since [dist(u,-v)]? = [dist(u,v)]%, u - v =

Two vectors u and v are said to be orthogonal (to each other) if
u-.v=_0.

Also note that if u and v are orthogonal, then
lu+vi = lull®+Ilv]Z

THEOREM 2 THE PYTHAGOREAN THEOREM

Two vectors u and v are orthogonal if and only if
lu+ v = flull®+ v



Section 6.2  Orthogonal Sets

A set of vectors {uj,uz,...,Up} in R" is called an orthogonal set
if ui -u; = Owheneveri = j.

el I - 1)
1 0
EXAMPLE: Is < -1 (| 1 (/| O > an orthogonal set?
0 1
L - = - = 1/

Solution: Label the vectors u1,u,, and us respectively. Then

UgU>2 =

Ui Uz =

Uo e U3 =

Therefore, {u1,u,,us} Is an orthogonal set.



THEOREM 4

Suppose S= {uj,uUz,...,Up} is an orthogonal set of nonzero
vectors in R" and W =span{u1,u,...,up}. Then Sis a linearly
independent set and is therefore a basis for W.

Partial Proof: Suppose
CiU1+CoU2+ -+ +CpUp =0
(CiU1 +CoU2 + -+ + CpUp) - =0-
(CiU1) s Ug + (CoU2) *U1+ -+ (CpUp) s U1 =0
Ci(Uz-Ug)+Co(U2Uq)+ - +Cp(Up-U1) =0
C1(U1 °U1) =0
Sinceui #0,u1-u; > 0whichmeansc; =

In a similar manner, cy,...,c, can be shown to by all 0. So Sis a
linearly independent set.g

An orthogonal basis for a subspace W of R" is a basis for W that
Is also an orthogonal set.



EXAMPLE: Expressy =| 7 as a linear combination of the

4
orthogonal basis - -
el e | = 17
1 0
< _1 y y O >
0 1
NN J I J I i
Solution:
s E— yus yus
Uqeui UoeU> usz-us
Hence




Orthonormal Sets

A set of vectors {ui,U>,...,up} in R" is called an orthonormal set
if it is an orthogonal set of unit vectors.

If W =span{ui,Uy,...,Up}, then {us,Us,...,Up} IS an orthonormal
basis for W.



Recall that v is a unit vector if |[v| = JV+V = JVvTv = 1.

Suppose U = [u1 Uz us|where {uz,uz,us} is an orthonormal

set.

ThenU'™U = | ul [ul U, u3] _

It can be shown that UUT = | also. So U~! = UT (such a matrix is
called an orthogonal matrix).



EXAMPLE: Letu; = O |,Uz2= 1 |,andy = 3

Observe that {u1,uz} is an orthogonal basis for W =Span{u,uz}.
Write y as the sum of a vector in W and a vector orthogonal to W.

Solution:

. y-u y-u
prOJWy = y = U1°U11 )ul + ( U2°U22 )u2

3 3
=( )] o [+( )| 1 |=| 3
1 1

o | [ 3] [ 3|
zZ=Yy-Y = 3 - 3 = 0
10 1 9




EXAMPLE: Suppose {X1,X2,X3} IS a basis for a subspace W of
R*. Describe an orthogonal basis for W.

Solution:; Let

Vi=X1 and Vo = X2 — \);ixi V1.
{V1,V2} IS an orthogonal basis for Span{x1,Xx2}.
Let

X3°V1 X3V
V3 = X3— ViV1 Vi — VoeVo V2

(component of x3 orthogonal to Span<{x1,x2})
Note that vs is in W. Why?

= {V1,V2,V3} is an orthogonal basis for W.

THEOREM 11  THE GRAM-SCHMIDT PROCESS
Given a basis {x1,...,Xp} for a subspace W of R", define
Vi1 = X1

X2oV1

V2 - X2_ ViVq Vl

X3V1 X3+V2
V3 = X3 T VieVg Vl T Voo V2

. XpeV1 XpV2 XpVp-1
Vp=Xp=—v Vi— v V2= — Vp1Vp 1 Vp-1

Then {v,...,vp} is an orthogonal basis for W and

Span{Xi,...,Xp} =Span{vy,...,Vp}



EXAMPLE
1
2
X1 =
3
0

Suppose {X1,X2,X3}, where

1

2
0
0

X
w
I

1

0
0
1

. 1S a basis for a

subspace W of R Describe an orthogonal basis for W.

Solution: v = X1 =

Vo = X2 —

Replace v, with 14v, : v, = 14

(optional step - to make v, easier to work with in the next step)

\Y

1°Vi

1

o w N

X2V 1 V

and

o O N P

S W N P




O O B

{V1,V2,V3} = <

V3 = X3 —

X3°V1

X3V

V1-—

ViV1 VoeVo
1 i B 1 ] 9
0O | .| 2 | 4| 18
O 14 3 630 _15
1 0 0
_ . _ B . _
1 2 s 18 _
il ©l 15
0 0
_ . _
. —2
Rescale (optional): va = 0
5
Orthogonal Basis for W:
' -_ - —_ —
1 9 4
2 18 -2
3 'l =15 || o©
0 0 5
L —_ b — L




Orthonomal Basis

Suppose the following is an orthogonal basis for subspace
N - 1)

1 2
W=span< | 1 |[,| 2 | »:
0 3
[ -1 O 1)
{V1,V2} = < 1 |,| O >
L Jd L 3 A
Rescale to form unit vectors:
— — [ L ]
J2
_ 1 oy, - 1 _ 1
i=gagr=3 1 |7| =
a ] 0
_ . _ . _
_ _ 1 _
Uz = qrVv2=3| 0 =1 0
3 1

Orthonormal basis for W : {ui,u2}



