Econometrics Notes
Lecture 1

Week 1: Introduction to the identification and estimation of causal effects
1. Introduction to the course

Goal of the course: Introduce you to the most important techniques in applied econometrics (excluding time series), so that you can both understand and interpret existing studies, and conduct your own research projects.

· This is actually a very exciting time to be studying econometrics

· There is a hot debate going on about the “right way” to work with data in economics (the right way to do econometrics).

· Not a technical discussion but more “philosophical”, about how we can learn from data.

· Example: See JEP Symposium (2010).

The focus will be on causal effects. Empirical research usually tries to uncover causal relationships. Econometrics can also be used for other purposes (descriptive studies, forecasting), but the most interesting questions in (micro) economics are causal.

· Causality, for example, allows you to make policy recommendations, once you understand the potential effects of different policies.
· A causal relationship tells us what would happen in “alternative worlds”.

By the end of the course, you will be acquainted with the most commonly used techniques in modern applied econometrics when it comes to estimating causal effects.

· We will usually want to learn the sign of an effect, its magnitude, and the uncertainty associated with our estimate (its reliability).

We will not dwell on the technical details but instead stress interpretation and practical matters related to the application of the different tools. Students are encouraged to dig deeper into the theory with the references provided. Although the techniques are easy to use thanks to software, their productive use requires a solid conceptual foundation and a good understanding of statistical inference issues.
You will be equipped with a set of tools and with a way of thinking about economic questions and how to address them empirically.

The examples and applications will naturally relate to my fields of interest: labor economics, public economics, migration, the family.

2. What is a causal question?
I will teach you how to use econometrics to address specific causal questions. A causal question can always be phrased like this:

What is the effect of A on B?

We will refer to A as the “treatment variable” and to B as the “outcome variable”.

Examples:

· What is the effect of international aid on economic growth?

· What is the effect of immigration on native wages?

· What is the effect of teacher quality on student learning?

· What is the effect of getting a master’s degree on future earnings?

We will not be dealing with questions such as: “What are the determinants of X?”, “Why does Y happen?”. We will always have a specific treatment variable in mind. That’s already hard enough!
“empirical research is most valuable when it uses data to answer specific causal questions” (Mostly Harmless)
What do I mean by “effect”? 

“Causality means that a specific action (…) leads to a specific, measurable consequence (…).” (S&W)
Thus, we will always have a specific action, treatment or “manipulation” in mind. For example, “what is the effect of speaking Catalan on your chances to find a job in Barcelona” is a causal question, but even better would be “what is the effect of offering intensive Catalan courses to recent immigrants on their chances to find a job in Barcelona”.

Similarly, “the effect of race on wages” is not a well defined causal question. What’s the counterfactual? What’s the “experiment” that we have in mind? Different conceptual experiments or manipulations will lead to different answers!

Another example: “are tall people more successful?” Better: “Does treatment woth growth hormones at age x improve the earnings potential of an individual?”

One way to measure a causal effect is to conduct an experiment. Methodology “borrowed” from other fields, such as medicine (effect of a given drug, etc).
Example of a randomized controlled experiment (S&W): randomize a free Catalan course to new immigrants in Barcelona.
Our definition of causal effect is “the effect on an outcome of a given action or treatment as measured in an ideal randomized controlled experiment”.

3. Building blocks of an empirical research project (MH, c1)
When designing your own research project, there are 4 key questions that you will have to answer before you even start working on your project:

1) What is the question that we want to answer? (the causal relationship of interest)

You want a question that’s interesting and relevant, but also one that you can actually answer!
Units of interest can be individuals (for instance, workers), but also countries, or firms, etc.

2) What is the ideal experiment that could be used to capture it?

Conceptually!

Ideal experiments are often just hypothetical, but it is still useful to think about them carefully since doing this will help us define our question (or formulate it precisely) and find our identification strategy (questions 1 and 3).

Imagine you had infinite resources and time, and ethical matters were not an issue, how would you run the ideal experiment to answer your causal question of interest? Example: effect of immigration on wages in local economies? Use your imagination!

If you can’t come up with this hypothetical experiment, your chances of success in answering your question are small, and you better think harder about your question.

Some questions are fundamentally unidentified (you can never hope to answer them). Example: effect of starting school later.

3) What is the identification strategy?

How will you answer the question, what is your plan for getting as close as possible to your idealized experiment? MH: “the manner in which a researcher uses observational (non-experimental) data to approximate a real experiment”.
We often find “natural experiments” that get us close to our idealized experiment. During weeks 5 to 9, we will cover in detail the most widely used types of identification strategy, the main econometric techniques that help us to “replicate” that ideal experimental design, thus allowing us to estimate credible causal effects. In the end, they all end up being some form of “natural experiment”, i.e., a real situation in the real world that for some reason happens to replicate the conditions of a randomized experiment.

- Instrumental variables

- Panel data (DiD)

- RDD

(there are more! Matching, non-parametric bounds, etc)
4) What is the mode of statistical inference?

What is the population that you are studying, what is your sample, and how are you constructing your standard errors (that allow us to understand whether your results are statistically significant). Are your data clustered or grouped? More technical question, but crucial for the credibility of your results!

Then: get the data, run the analysis, report the results.

The course will deal mostly with what happens once you’ve answered these 4 questions! (nuts and bolts of empirical work)

4. The selection problem in causal inference (MH, c2)
Suppose you are interested in a causal question. Example: does the capital punishment reduce crime? (deterrence effect and/or incapacitation effect)
Your first impulse as an empirical person would be to look for data on crime rates in countries (or, say, US states) that use capital punishment and those who don’t, and compare them.

US states with c.p.: California, Texas

Without: Michigan, Wisconsin

Rates of violent crime per 100,000 population (2007):

Cal: 523

Tx: 511

Mich: 536

Wisc: 291

If we compare Wisconsin and Texas, it appears that the CP actually increases crime. Is this a reasonable estimate for the causal effect? Probably, states with more crime are more likely to adopt (or not abolish) CP!
Let’s describe the “selection problem” more precisely.

Our “treatment variable” (CP) can be thought of as a binary random variable, Di={0,1}.

Our “outcome variable” (a measure of the prevalence of crime) is denoted by Yi (continuous).

The question is whether Y is affected by D. We have to think about each specific unit of observation i (states), and ask: “what would happen if state i had CP compared with not having CP”. For each individual, there are two potential outcomes: Y0i if Di=0, and Y1i if Di=1 (crime rate with and without CP). However, we only observe one potential outcome for each state.

We would like to know the difference between Y0i and Y1i, the causal effect of CP in state i. The “treatment effect” is just TEi = Y1i – Y0i
In general, there might be a distribution of this effect across the population of interest (the treatment effect might be different in different states), and we might be interested in some feature(s) of that distribution. For instance, we might be interested in the average treatment effect: E[Y1i – Y0i]. This is often the parameter of interest for policy makers, rather than the effect for a specific individual.
Notice that the ATE can be decomposed as follows:
E[Y1i – Y0i] = E[Y1i] – E[Y0i] = E[Yi | Di=1] – E[Yi|  Di=0]
In turn, each expected value can be expressed as:

E[Y1i] = E[Y1i|Di=1] P(Di=1) + E[Y1i|Di=0] P(Di=0)
E[Y0i] = E[Y0i|Di=0] P(Di=0) + E[Y0i|Di=1] P(Di=1)
Note we only observe the first of the two terms in each case (corresponding to the actual treatment). We do not observe the potential outcome in the alternative or “counterfactual” world.
If we put them together,

E[Y1i – Y0i] = E[Y1i] – E[Y0i] = E[Y1i|Di=1] P(Di=1) + E[Y1i|Di=0] P(Di=0) -  

 E[Y0i|Di=0] P(Di=0) - E[Y0i|Di=1] P(Di=1)
There are two terms in this expression that are unobserved, and we will need to assume something about them if we want to get an estimate of the causal effect.
In our earlier comparison of means, we were estimating E[Y1i – Y0i] as just E[Yi|Di=1] - E[Yi|Di=0] =  E[Y1i|Di=1] - E[Y0i|Di=0]. This implies assuming:
E[Y1i|Di=1] = E[Y1i|Di=0] and
E[Y0i|Di=0] = E[Y0i|Di=1].
In general, this is not a credible assumption (this is what we call the “selection problem”), and thus, this comparison of means will not be a credible estimate of the causal effect of interest.

“The goal of most empirical economic research is to overcome selection bias, and therefore say something about the causal effect of a variable” (MH)

Why do experiments allow us to estimate causal effects?
Because random assignment of Di solves the selection problem!

Two key elements:

1) A control group

2) Treatment (group) assigned at random

Because treatment is randomized in an experiment, we can be sure that units with D=0 and units with D=1 are not systematically different from each other (since treatment was allocated at random!). D is by construction independent of potential outcomes. Thus, the assumption above now holds! And we can just compare means to get a credible estimate of the causal effect. Given random assignment, 
E[Y1i – Y0i] = E[Y1i] – E[Y0i] = E[Yi|Di=1] -  E[Yi|Di=0]

Now, we also need to know whether the difference in means that we estimate (with sample analogues) is statistically significant (versus just chance), that’s why we need statistics (t-stats, ...).

Thus, randomized trials solve the most important problem that arises in empirical research (although of course, experiments have problems of their own!).
Example of government-subsidized training programs for unemployed workers. Non-experimental comparisons show no effect, but experimental results are more positive. Negative selection into treatment!
Of course, in our example of the effect of CP, a real randomized experiment is implausible. However, if we want to answer the causal question, we will have to think about other ways to overcome the selection problem. We will come back to this example later.

Next: OLS (S&W, Chapters 4-9).
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