Least-Squares Fitting Tutorial
ChE211

Example A.1-1, Felder and Rousseau, 3rd Ed., p. 608
Direct Fit of Linearized Equation using Solver in Excel
Use the linearized form of the equation and set up an Excel spreadsheet to determine the best-fit parameters (m, r) by directly minimizing the sum of the squares of the deviations between the calculated and experimental values.

Note that the linearized form involves the variables 1/P and t^0.5 rather than the original variables P and t.

Determine the standard deviation for the fit, in terms of both (1/P – 1/P calc) and (P – P calc) values.
Use of Trendline in Excel
Plot the data in linearized form and use Trendline to obtain the least-squares fit.  Choose options to have the equation listed on the graph and a report of the R2 value.  Format the resulting equation on the graph to show the parameters to six decimal places.  Compare the parameters with those obtained above.

Use of Regression in Excel
Use Tools/Data Analysis/Regression to fit the linearized form of the equation.  Choose the option to produce a residual plot.

Note that the standard error in the fit is just the standard deviation in 1/P.  Also, find the standard errors in the coefficients.  What do they tell you?

What does the residual plot tell you?

Use of LINEST in Excel
Use the LINEST function built into Excel to reproduce the fit of the linearized equation.  

Note:  Use LINEST(known y’s, known x’s, TRUE, TRUE) entered with Ctrl+Shift+Enter, after selecting the 2x5 cells for the result.  The term “known y’s” means the range of cells containing the y variable (1/P in this problem).
What are the first six numbers in the array of results?  Note: Do not try to change anything within this array, as you may freeze up Excel.
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Direct Nonlinear Fit on an Excel Spreadsheet
Perform a direct fit of P versus t on an Excel spreadsheet.  Compare the resulting parameters with those from the linearized fit.  Calculate the standard deviation (in P) for the fit and compare with the one obtained from the linearized fit.  The one from the direct nonlinear fit should be smaller.  Why?
Direct Nonlinear Fit using Minerr in Mathcad
Go to Help/QuickSheets/Solving Equations/Using Minerr …. and follow the example given.  The steps are 1) put the data in vectors, 2) set up 0 to 4 summation counter, 3) provide initial guesses for m and r, 4) put in the equation, 5) calculate the sum of squares of errors, 6) use a solve block and the Minerr function to find m and r, and 7) evaluate the parameters and calculate the standard deviation from the final sum of squares of errors.
Note that there are two errors on the QuickSheet demonstrating the use of Minerr.  First, the summation variable should be set up as i:=0..n (rather than 1..n), and second, the standard deviation should be (SSE/(n-1))^0.5 (rather than involving n-2). These corrections must be made, as the n originally defined from the size of the data vector is not the number of data points, but one less.
Compare results with your Excel work above.

Direct Fit using Website: Nonlinear Least Squares Curve Fitter
Do a Google search for this web site using the exact words above.  It should be the first one listed.  Look at the example given on the screen.  Type in your equation in the appropriate box, using the exact syntax given at the bottom.  Note that you must call your variables x and y, rather than t and P.  The constants must be a and b, rather than m and r.  

Put your data in the data screen.  This can be done by copying and pasting, or by typing the data in.

Start iterating one step at a time and watch for convergence.  If it does not converge rapidly, then something is wrong with your inputs.  

Print out the results screen.  Compare results with the above methods for the nonlinear fits.  Are the two parameters in this equation (m and r) highly correlated?  

