David Semeraro

University of lllinois at Urbana-Champaign

October 10, 2013




@ |Interpolation: Approximating a function f(x) by a polynomial p,(x).

@ Differentiation: Approximating the derivative of a function f(x).
@ Integration: Approximating an integral fi’ f(x)dx
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Approximate an unknown function f(x) by an easier function g(x), such as a
polynomial.

Approximate some data by a function g(x).

Types of approximating functions:

@ Polynomials

@ Piecewise polynomials

@ Rational functions

© Trig functions

@ Others (inverse, exponential, Bessel, etc)



How do we approximate f(x) by g(x)? In what sense is the approximation a

good one?

@ |Interpolation: g(x) must have the same values of f(x) at set of given
points.

@ Least-squares: g(x) must deviate as little as possible from f(x) in the
sense of a 2-norm: minimize [* |f(¢) — g()P dt

© Chebyshev: ¢(x) must deviate as little as possible from f(x) in the sense
of the co-norm: minimize max;c, ) |f () — g(¢)l
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Given n + 1 distinct points xo, .. ., x,, and values yo, . .., y,, find a polynomial
p(x) of degree n so that

plxi)=y; i=0,...,n

@ A polynomial of degree n has n + 1 degrees-of-freedom:
plx) =ap +ax+ - +ax"

@ n + 1 constraints determine the polynomial uniquely:

p(x)=vy;, i=0,...,n

If points xo, . .., x, are distinct, then for arbitrary yo, .. ., y,, there is a unique
polynomial p(x) of degree at most n such that p(x;) =y; fori =0,...,n.




Obvious attempt: try picking

p(x) =ap +ax +axx® + - +ax"
So for each x; we have
p(xi) =ag +a1x; + ﬂzxiz o ta =y
OR
g + a1xo + X3 + - - - 4+ a,xh = yo
ap + a1x1 + a3 4 -+ apxy =
Ao+ a1xs + a3 + -+ a,Xy =1

ap + a1x3 +”2x§+“'+anx§=y3

2
ag + B Xy + B2X; + - - 4 ApX)y = Yy

- = = = = 9ace



1 x %3 ... xF] [ao Yo

1 x a2 x| |m "

1 x x5 ... 3| |a — |n

1 x, 22 ... x| |ay Yn
@ Is this a “good” system to solve? I
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Consider Gas prices (in cents) for the following years:
x | year | 1986 1988 1990 1992 1994 1996

y |pﬂce| 133.5 1322 138.7 1415 137.6 1442

year =[1986 1988 1990 1992 1994 1996 1°;

price=[133.5 132.2 138.7 141.5 137.6 144.2]’;
M = vander(year);

a = M\price;

x=linspace (1986,1996,200);

p=polyval(a,x);

plot(year,price,’o’,x,p, -’);
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Find the interpolating polynomial of least degree that interpolates

x| 14 125
vy |37 39
Directly

p(x) = ( x—1.25

x—14
TA-1%E 125) 3.7+ (—) 3.9

1.25—-1.4
39-37
=37+ (125—_14) (x—1.4)

=37— %(x— 1.4)



What have we done? We've written p(x) as

o X —X1 X — X
plx) = (xo—x1>y0+ (xl_x0>yl

@ the sum of two linear polynomials

@ the firstis zero at x; and 1 at x

@ the second is zero at xp and 1 at x;

@ these are the two linear Lagrange basis functions:

eo(X)_ X —X1 X — Xo

= b(x) =
Xo — X1

_xl—xo



Write the Lagrange basis functions for

Directly
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The general Lagrange form is

o= I X5

=0,k Tk X
The resulting interpolating polynomial is

px) =) (x)ye
k=0
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Find the equation of the parabola passing through the points (1,6), (-1,0), and
(2,12)

Xo = 1,000 = —1,x = 2; Yo=06,y1 =0,y = 12; J
_ (x—x1) (x—x7) _ (x41)(x=2)
bl¥) = G = @D
) (x) _ (x—x0) (x—x2) _ (=1 (x—2)
1 (—20) (x1—x17) (—2)(—3)
b(x) = (x—x0) (x—x1) _ (1) (x+1)
2 (x2—x0) (x2—x1) (1)(3)

p2(x) = yolo(x) +y1€1(x) +y282(x)
= 3x(x+1)(x—2)+0x %(x—l)(x—Z)

+4x (x—1)(x+1)
= (x+1D4x—1)—3(x—2)]
= (e D(x+2)



@ Monomials: p(x) = ag +a1x + - - - + a,x" results in poor conditioning

@ Monomials: but evaluating the Monomial interpolant is cheap (nested
iteration)

@ Lagrange: p(x) = {o(x)yo + - - - + £u(x)y, is very well behaved.

@ Lagrange: but evaluating the Lagrange interpolant is expensive (each
basis function is of the same order and the interpolant is not easily
reduced to nested form)



Given a polynomial

p(x) = =5+ dx — 72 + 2% + 3x*
we can write this as

px) =—=5+x(4+x(—7+x(2+3x)));

evaluation can be done from the inside-out, for cheap (nested evaluation).
This polynomial can also be written as
plx)=—-b5+2x—4x(x—1)+8x(x —1)(x+ 1) +3x(x —1)(x + 1) (x —2)
in nested form

plx) =—5+x2+ (x—1)(—4+ (x+1)(8+3(x—2))))
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@ Newton Polynomials are of the form
pu(x) = ag +a1(x —xo) 4+ az(x — xo) (x — x1) +az(x —xo) (x —x1) (x —x2) + ...

@ The basis used is thus

function order
1 0
X — Xo 1
(x —x0)(x —x1) 2
(x—x0)(x —x1)(x —x2) 3

@ More stable that monomials

@ More computationally efficient (nested iteration) than using Lagrange and
shifted monomials
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Consider the data

X0 | X1

Yo | N

X2
Y2

We want to find ay, a1, and 4, in the following polynomial so that it fits the data:

p2(x) = ag + a1 (x — xo) +az2(x — xo) (x — x1)

Matching the data gives three equations to determine our three unknowns a;:
atxp:yo=4a0+0+0

atxi: i =ag+ay(x1 —x9) +0

at x;: yo = ag + a1(x2 — xo) + a2(x2 — x0) (x2 — x1)



Or in matrix form:

1 0 0 ao| |Yo
1 X1 — X 0 ay n
1 xo—x0 (x2—x0)(x2—x1)| (a2
= lower triangular

2
= only O(n?) operations

How many operations are needed to find the coefficients in the monomial
basis?




Using Forward Substitution to solve this lower triangular system yields:

ap = Yo = f(xo)
4 = Y1—4ao
X1 — Xo
_ fln) —f(x)
X1 — Xo
_ Yao—ap— (x2 — x0)ay
a; =
(2 — x1) (22 — x0)
= ... next slide
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From the previous slide ...

0 :f(xz) —f(x0) — (x2 _xo)%

(X2 _xl)(JQ —XQ)
_ fl) = fla) 4+ £ (1) — f(x0) — (x2 _xO)f_(xz:{(ng)
- (xZ_xl)(XZ—xO)

floa) = £er) + (Far) = f ) (1 — 220

(x2 — x1)(x2 — x0)

flaa) = Fln) + (Fln) = fx0)) (222)

X0
(2 — x1) (%2 — x0)
fl)—f(x)  fla)—f(x)

X2—X1 X1—X0
X2 — Xo




From this we see a pattern. There are many terms of the form
flx) —f(xi)
Xj — X
These are called divided differences and are denoted with square brackets:
fx;) — f(xi)
f[xi,xj] = ﬁ

Applying this to our results:

= flxol
= flxo, x
f[xl,xz f[xo,xl]
X2 — Xo
= flxo, x1, x2]




For the data

x|1 -4 0

y|3 13 -23
Find the 2nd order interpolating polynomial using Newton.
We know

And that

p1(x) = ap + a1 (x — xo) + az(x — x0) (x — x1)

ag = flxo] = f[1]

ay = flxo, 1] =

—f(1)=3

flxa) —flx) ~ 183-3 _ 5
X1 — Xo - —4—-1 -
a2 = flxo, %1, %3] :f[xl,xz] — flxo, x1]

213 B3

X2 — X
_ 00—

—4-1
0—-1
—9+2
— =7
-1
So

pi(x) =3-2(x—1)+7(x—1)(x +4)




f[x01'

o :f[xl,...,xk] —flxoy .-y X1l
X — Xo
With the first two defined by
flal = f(xi)
flxi, 2] = flx]



flxo, ..., x¢ is invariant under all permutations of the arguments xo, . .., x

Simple “proof”: flxg, x1, ..., x¢] is the coefficient of the x* term in the polynomial
interpolating f at xo, . .., xx. But any permutation of the x; still gives the same
polynomial.

This says that we can also write

f[JC' xi] _f[Xi+1, . ,x]-] —f[xi, . 1xj—1]
iy e Xj

o x]-—xl-




We can compute the divided differences much easier using tables. To
construct the divided difference table for f(x) for the xo, ..., x3

x | 1| £ Flye] Flyerr

xo | flxo)
flxo, x1]
x1 | flx] flxo, x1, x2]
flx1, xo] flxo, x1, X2, x3]
X2 | flxol flx1, x2, x3]

flx2, x3]
x3 | flxs]




We can compute the divided differences much easier using tables. To
construct the divided difference table for f(x) for the xo, ..., x3

x | fI1 | £, Flye ] Flyerey]
xo | flxo]
flxo, x1]
x1 | flxq] flxo, x1, x2]
flx1, xo] flxo, x1, X2, X3]
X2 | flxol flx1, x2, x3]
flxa, x3]
x3 | flxs]
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Construct the divided differences table for the data

x 1 ¥ 0 2

y 3 % 8 3

and construct the largest order interpolating polynomial.
We can compute the divided differences much more easily using tables. To
construct the divided difference table for f(x) for the xo, ..., x3

f[] f[’] f[,,] f[,,,]
113
1
L
0|3 % -3 *
2 |0
5 3
2|3




Construct the divided differences table for the data
x 1 % 0 2

y 3 % 8 3
and construct the largest order interpolating polynomial.
We can compute the divided differences much more easily using tables. To
construct the divided difference table for f(x) for the xo, ..., x3
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Construct the divided differences table for the data
x 1 % 0 2

y 3 % 8 3
and construct the largest order interpolating polynomial.
We can compute the divided differences much more easily using tables. To
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Construct the divided differences table for the data

x 1 ¥ 0 2

y 3 % 8 3

and construct the largest order interpolating polynomial.
We can compute the divided differences much more easily using tables. To
construct the divided difference table for f(x) for the xo, ..., x3
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x| FIFL Tl | flen ]
113
1
IENE
S
0|3 B -3
2|5 |’

The coefficients are readily available and we arrive at

1

1 3

p(x) =3+ -(x—D+ s (x—1Dx—3)—2(x—1)(x— %)x

2

3 2
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Newton’s polynomial for the gas price data in nested form is:

p(x) =133.5 + (x — 1986)(—.65 + (x — 1988)(.975 + (x — 1990)(—.2396+

(x —1992)(.0221 + .0030(x — 1994)))))
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