
Constrained Optimization



Introduction
• Hunting for a solution in n-dimensional space

– Linear systems
– Linear Least Squares
– Nonlinear Unconstrained Optimization
– Constrained optimization

• In addition to objective function, we have constraints
– Point that minimizes objective function may not satisfy 

constraints
– Among all points that satisfy constraints (are “feasible”) 

find the best one
– Alternately, find the one that is locally best

• Solutions may not exist
– Constraints may be too restrictive



Remarks

• Usually harder to solve than the unconstrained 
case

• Sometimes, it is possible to transform the 
problem, so that it can be converted to 
unconstrained case
– Problem 1: Find  (x1,x2) that minimize  f1(x1,x2) subject 

to x1
2 +  x2

2 = 1
– Problem 2: Find θ that minimizes f2(θ)

• More sophisticated versions of this approach
– Reduced variable methods
– Manifold methods
– Use expansions in “basis functions” that satisfy 

constraints



feasibility

Local optimality

Statement and Notation

Equality constraints

Inequality constraints

Constraints may be active or inactive
Constraints that are active belong to the “active set”



KKT (Karush–Kuhn–Tucker) conditions



Linear Programming

• Simplex method – constraints define a polytope
in n dimensions 

• A major problem in “Operations Research” and 
Business

• Open questions in theoretical computer science



The general case

• Langrangian methods are also called “Penalty function” methods

• Example Problem



Approach 1: The feasible direction 
formulation

Straight Line equation
Parametrize points with α

More general view – null space 
of equality constraints

Substitute in objective 
function and find α





Lagrange multipliers



Barrier Function Method
• Suppose the constraint is an inequality constraint

• Recall behavior of the log function

– Blows up at 0. 

– Undefined below 0

– Negative for arguments less than 1

– Grows slowly to infinity

• a barrier function’s value increases to infinity as the 
argument approaches the boundary of the feasible 
region






