
Structural Cryptanalysis of SASASAlex Biryukov and Adi ShamirComputer Science departmentThe Weizmann InstituteRehovot 76100, Israel.Abstract. In this paper we consider the security of block ciphers whichcontain alternate layers of invertible S-boxes and aÆne mappings (thereare many popular cryptosystems which use this structure, including thewinner of the AES competition, Rijndael). We show that a �ve layerscheme with 128 bit plaintexts and 8 bit S-boxes is surprisingly weakeven when all the S-boxes and aÆne mappings are key dependent (andthus completely unknown to the attacker). We tested the attack with anactual implementation, which required just 216 chosen plaintexts and afew seconds on a single PC to �nd the 217 bits of information in all theunknown elements of the scheme.Keywords: Cryptanalysis, Structural cryptanalysis, block ciphers, sub-stitution permutation networks, substitution aÆne networks, Rijndael.1 IntroductionStructural cryptanalysis is the branch of cryptology which studies the securityof cryptosystems described by generic block diagrams. It analyses the syntacticinteraction between the various blocks, but ignores their semantic de�nition asparticular functions. Typical examples include meet in the middle attacks ondouble encryptions, the study of various chaining structures, and the propertiesof Feistel structures with a small number of rounds.Structural attacks are often weaker than actual attacks on given cryptosys-tems, since they cannot exploit particular weaknesses (such as bad di�erentialproperties or weak avalanche e�ects) of concrete functions. The ip side of thisis that they are applicable to large classes of cryptosystems, including those inwhich some of the internal functions are unknown or key dependent. Structuralattacks often lead to deeper theoretical understanding of fundamental construc-tions, and thus they are very useful in establishing general design rules for strongcryptosystems.The class of block ciphers considered in this paper are product ciphers whichuse alternate layers of invertible S-boxes and aÆne mappings. This structureis a generalization of substitution/permutation networks (in which the aÆnemapping is just a bit permutation), and a special case of Shannon's encryp-tion paradigm which mixes complex local operations (called confusion) withsimple global operations (called di�usion). There are many examples of substi-tution/aÆne ciphers in the literature, including Rijndael [4] which was recently



selected as the winner of the Advanced Encryption Standard (AES) competi-tion. Rijndael is likely to become one of the most important block ciphers in thenext 20-30 years, and thus there is a great interest in understanding its securityproperties.The best non-structural attack on Rijndael (and its predecessor Square [3])is based on the square attack which exploits the knowledge of the S-box, thesimplicity of the key schedule and the relatively slow avalanche of the sparseaÆne mapping (which linearly mixes bytes only along the rows and columns ofsome matrix and adds a subkey to the result). It can break versions with sixS-box layers and six aÆne layers (a seventh layer can be added if the attacker iswilling to guess its 128 bit subkey in a nonpractical attack).In our structural attacks we do not know anything about the S-boxes, theaÆne mappings, or the key schedule, since they can all be de�ned in a com-plex key-dependent way. In particular, we have to assume that the avalanche iscomplete after a single layer of an unknown dense aÆne mapping, and that anyattempt to guess even a small fraction of the key would require a nonpracticalamount of time. Consequently, we cannot use the square attack (even thoughwe are inuenced by some of its underlying ideas) and we have to consider asomewhat smaller number of layers.In this paper we describe surprisingly eÆcient structural attacks on substi-tution/aÆne structures with �ve to seven layers. The main scheme we attack isthe �ve layer scheme S3A2S2A1S1 (see Figure 1) in which each S layer containsk invertible S-boxes which map m bits to m bits, and each A layer contains aninvertible aÆne mapping of vectors of n = km bits over GF (2):Ai(x) = Lix� BiThe only information available to the attacker is the fact that the block cipherhas this general structure, and the values of k and m. Since all the S-boxes andaÆne mappings are assumed to be di�erent and secret, the e�ective key lengthof this �ve layer scheme is 1:log(2m!)3� nm + 2 log(0:29 � 2n2) � 3 � 2m(m� 1:44) � nm + 2n2:The new attack is applicable to any choice of m and n, but to simplify theanalysis we concentrate on the Rijndael-like parameters of m = 8 bit S-boxesand n = 128 bit plaintexts. The e�ective key length of this version is about3 � 212 � 6:56 + 215 � 113; 000 � 217 bits, and thus exhaustive search or meetin the middle attacks are completely impractical. Our attack requires only 216chosen plaintexts and 228 time to �nd all the unknown elements. This is quite1 The probability thatm randomly chosen linear equations inm unknowns are linearlyindependent over GF (2) is:�2m � 12m ��2m � 22m ��2m � 222m � � � ��2m � 2m�12m � = mYl=1 �1� 12l� > 0:288788: (1)
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..............Fig. 1. Five-layer scheme.close to the information bound since the 216 given ciphertexts contain at most223 bits of information about the 217 key bits.It is important to note that not all the information about the S-boxes andthe aÆne mappings can be extracted from the scheme, since there are manyequivalent keys which yield the same mapping from plaintexts to ciphertexts.For example, we can change the order of the various S-boxes in a single layer andcompensate for it by changing the de�nition of the adjacent aÆne mapping. In asimilar way, we can move the additive constants in the aÆne mappings into thede�nition of the adjacent S-boxes. Our attack �nds an equivalent representationof all the elements in the scheme which makes it possible to encrypt and decryptarbitrary texts, but it may be di�erent from the original de�nition of theseelements.A related structural attack on a �ve layer substitution/aÆne structure wasrecently published by Biham [2]. He attacked the slightly di�erent structureA3S2A2S1A1 (with two S-box layers and three aÆne layers) which was proposedby Patarin as a new algebraic public key cryptosystem called 2R. However, inPatarin's scheme the S-boxes are implemented by multivariate quadratic poly-nomials, which are non-bijective due to design constraints. The starting pointof Biham's attack is the existence of random collisions created by such S-boxes,and its time and data complexities were forced by the birthday paradox to beat least 260. Biham's attack is thus inapplicable to substitution/aÆne structureswith invertible operations which have no collisions, and has higher complexitythan our attack.



2 The Multiset Attack2.1 Multiset PropertiesIn this section we develop a calculus of multiset properties, which makes itpossible to characterize intermediate values deep in the encryption structureeven though nothing is known about the actual functions in it. Each multi-set can be represented as a list of (value, multiplicity) pairs (e.g., the multisetf1; 1; 1; 2; 2; 2; 2; 7g can also be represented as (1; 3); (2; 4); (7; 1)). The size of themultiset is the sum of all its multiplicities (8 in this example). We now de�neseveral multiset properties:De�nition 1 A multiset M of m-bit values has property C (constant) if it con-tains an arbitrary number of repetitions of a single value.De�nition 2 A multiset M of m-bit values has property P (permutation) if itcontains exactly once each one of the 2m possible values.De�nition 3 A multiset M of m-bit values has property E (even) if each valueoccurs an even number of times (including no occurrences at all).De�nition 4 A multiset M of m-bit values has property B (balanced) if theXOR of all the values (taken with their multiplicities) is the zero vector 0m.De�nition 5 A multisetM of m-bit values has property D (dual) if it has eitherproperty P or property E.We will consider now the issue of how the multiset properties de�ned above aretransformed by various mappings. In general if a bijective function is appliedto a multiset we get a new multiset with possibly new values, but the samecollection of multiplicities. If a non-bijective function is applied to a multiset,then the multiplicities of several distinct input values that are mapped to acommon output value are added. The following observations are easy to prove:Lemma 1 1. Any multiset with either property E or property P (whenm > 1)also has property B.2. The E and C properties are preserved by arbitrary functions over m-bitvalues.3. The P property is preserved by arbitrary bijective functions over m-bit values.4. The B property is preserved by an arbitrary linear mapping from m bits to nbits when m > 1. It is preserved by arbitrary aÆne mappings when the sizeof the multiset is even.Let us consider now blocks of larger size n = k�m with mixed multiset properties.For example, we denote by Ci�1PCk�i a multiset with the property that whenwe decompose each n bit value into k consecutive blocks of m contiguous bits,k�1 of the blocks contain (possibly di�erent) constants across the multiset, andthe i-th block contains exactly once each one of the 2m possible m-bit values.



Similarly, we denote by Dk a multiset that decomposes into k multisets eachone of which has property D. This decomposition should be understood not asa cross product of k multisets but as a collection of k projections of n bit tom bit values. Note that this decomposition operation is usually nonreversible,since we lose the order in which the values in the various blocks are combined.For example the multiset decompositionf0; 1; 2; 3gf1; 1; 2; 2gf1; 1; 1; 1g(which has the multiset property PEC form = 2) can be derived from several dif-ferent multisets such as f(011); (111); (221); (321)g or f(021); (121); (211); (311)g.Let us consider now how these extended multiset properties are transformedby layers of S-boxes and aÆne mappings:Lemma 2 1. Property Ci�1PCk�i is preserved by a layer of arbitrary S-boxesprovided that the i-th S-box is bijective.2. Property Dk is transformed into property Dk by a layer of bijective S-boxes.3. Property Dk is transformed into Bk by an arbitrary linear mapping on n bits,and by an arbitrary aÆne mapping when the size of the multiset is even.4. Property Ci�1PCk�i is transformed into property Dk by an arbitrary aÆnemapping when the size of the multiset is even.ProofThe only non-trivial claims are 3 and 4. Let us show why claim 3 holds. Denoteby yj = nXi=1 djixia bit yj at the output of the linear mapping. Property B holds since for each j,the sum (mod 2) of yj bits over the 2m elements of the multiset is zero:2mXs=1 ysj = 2mXs=1 nXi=1 djixsi = nXi=1 dji 2mXs=1 xsi = 0:The last expression is zero since by Lemma 1, claim 1, both P and E (and thusD) imply the B-property. The result remains true even when we replace thelinear mapping by an aÆne mapping if we XOR the additive constant an evennumber of times.Let us now show why claim 4 holds. Any aÆne mapping over GF (2) can bedivided into k distinct n to m-bit projections. Since (k � 1)m of the input bitsare constant, we will be interested only in restrictions of these aÆne mappingsto new aÆne mappings that map the i-th block of m bits (the one which hasthe P property) into some other m-bit block in the output:y = Aij(x) = Lij � x�Bj ; j = 1; : : : k:Here Lij is an arbitrary m �m (not necessarily invertible) binary matrix andBj 2 f0; 1gm. We can again ignore Bj since it is XOR'ed an even number of



times. If Lij is invertible over GF (2), then Lij � x is a 1-1 transform and thusLij � x gets all the 2m possible values when x ranges over all the 2m possibleinputs, so it has property P .Thus we are left with the case of non-invertible Lij . Suppose thatrank(Lij) = r < m:The kernel is de�ned as the set of solutions of the homogeneous linear equa-tion Lij � x = 0: Let x0 be some solution of the non-homogeneous equationLij � x = y: Then all the solutions of the non-homogeneous equation have theform x0 � v0, where v0 is any vector from the kernel. The size of the kernel is2m�r, and thus each y has either no preimages or exactly 2m�r preimages. Sincer < m by assumption, 2m�r is even, and thus the multiset of m-bit results hasproperty E. Consequently each block of m bits of the output has either propertyP or property E, and thus the n bit output has property Dk, as claimed.2.2 Recovering Layers S1 and S3.The �rst phase of the attack �nds the two outermost layers S1 and S3, in orderto \peel them o�" and attack the inner layers.Consider a multiset of chosen plaintexts with property Ci�1PCk�i. The keyobservations behind the attack are:1. The given multiset is transformed by layer S1 into a multiset with propertyCi�1PCk�i by Lemma 2, claim 1.2. The multiset Ci�1PCk�i is transformed by the aÆne mapping A1 into amultiset with property Dk by Lemma 2, claim 4.3. The multiset property Dk is preserved by layer S2, and thus the outputmultiset is also Dk, by Lemma 2, claim 2.4. The multiset property Dk is not necessarily preserved by the aÆne mappingA2, but the weaker property Bk is preserved.5. We can now express the fact that the collection of inputs to each S-box inS3 satis�es property B by a homogeneous linear equation. We will operatewith m-bit quantities at once as if working over GF (2m) (XOR and ADDare the same in this �eld). Variable zi represents the m-bit input to theS-box which produces i as an output (i.e., the variables describe S�1, whichis well de�ned since S is invertible), and we use 2m separate variables foreach S-box in S3. When we are given a collection of actual ciphertexts, wecan use their m-bit projections as indices to the variables, and equate theXOR of the indexed variables to 0m. Di�erent collections of chosen plaintextsare likely to generate linear equations with di�erent random looking subsetsof variables (in which repetitions are cancelled in pairs). When suÆcientlymany linear equations are obtained we can solve the system by Gaussianelimination in order to recover all the S-boxes in S3 in parallel.Unfortunately, we cannot get a system of equations with a full rank of 2m.Consider the truth table of the inverted S-box as a 2m�m-bit matrix. Since the



S-box is bijective, the columns of this matrix are m linearly independent 2m-bitvectors. Any linear combination of the S-box input bits (which are outputs ofthe inverted S-box) is also a possible solution, and thus the solution space musthave a dimension of at least m. Moreover, since all our equations are XOR's ofan even number (2m) of variables, the bit complement of any solution is also asolution. Since the system of linear equations has a kernel of dimension at leastm+1, there are at most 2m�m�1 linearly independent equations in our system.When we tested this issue in an actual implementation of the attack for m = 8,we always got a linear system of rank 247 in 256 variables, as expected from theformula.Fortunately, this rank de�ciency is not a problem in our attack. When we pickany one of the non-zero solutions, we do not get the \true" S�1, but A(S�1),where A is an arbitrary invertible aÆne mapping over m-bits. By taking theinverse we obtain S(A�1). This is the best we can hope for at this phase, sincethe arbitrarily chosen A�1 can be compensated for when we �nd A(A2) = A02instead of the \true" aÆne transform A2, and thus the various solutions aresimply equivalent keys which represent the same plaintext/ciphertext mapping.A single collection of 2m chosen plaintexts gives rise to one linear equation inthe 2m unknowns in each one of the k S-boxes in layer S3. To get 2m equations,we can use 22m (216) chosen plaintexts of the form (A; u;B; v; C), in which weplace the P structures u and v at any two block locations, and choose A;B;Cas arbitrary constants. For each �xed value of u, we get a single equation byvarying v through all the possible 2m values. However, we can get an additionalequation by �xing v and varying u through all the 2m possible values. Sincewe get 2 � 2m equations in 2m unknowns, we can reduce the number of chosenplaintexts to 34 � 22m by eliminating the 14 of the plaintexts in which u and v aresimultaneously chosen in the top half of their range. The matrix of these (u; v)values has a missing top-right quarter, and we get half the equations we needfrom the full rows and half the equations we need from the full columns of this\L" shaped matrix.Solving each system of linear equations by Gaussian elimination requires 23msteps, and thus we need k23m steps to �nd all the S-boxes in S3. For the Rijndael-like choice of parameters n = 128, m = 8 and k = 16, we get a very modest timecomplexity of 228.To �nd the other external layer S1, we can use the same attack in the reversedirection. However, the resultant attack requires both chosen plaintexts andchosen ciphertexts. In Section 3 we describe a slightly more complicated attackwhich requires only chosen plaintexts in all its phases.2.3 Attacking the Inner Layers ASAThe second phase of the attack �nds the middle three layers. We are left witha structure A02S2A01 { two (possibly modi�ed) aÆne layers and an S-box layerin the middle. In order to recover the aÆne layers we use Biham's low rankdetection technique from [2]. Consider an arbitrary pair of known plaintexts P1and P2 with di�erence P1 � P2. With probability k=2m, after A01 there will be



no di�erence at the input to one of the k S-boxes in S2. Thus there will also beno di�erence at the output of this S-box. Consider now the set of pairs P1 �Ci,P2 � Ci for many randomly chosen n-bit constants Ci. Any pair in this set stillhas this property, and thus the set of all the obtained output di�erences afterA02 will have a rank of at most n � m, which is highly unusual for random ndimensional vectors. Consequently, we can con�rm the desired property of theoriginal pair P1 and P2 by applying this low rank test with about n modi�ersCi.We want to generate and test pairs with zero input di�erences at each oneof the k S-boxes. We choose a pool of t random vectors Pj and another poolof n modi�ers Ci, and encrypt all the nt combinations Pj � Ci. We have aboutt2=2 possible pairs of Pj 's, each one of them has a probability of k=2m to havethe desired property at one of the S-boxes, and we need about k � log(k) randomsuccesses to cover all the k S-boxes. The critical value of t thus satis�es t2=2 �k=2m = k � log(k) and thus t =p2m+1log(k). For n = 128 m = 8 and k = 16 weget t = 25:5, and thus the total number of chosen plaintexts we need is nt = 212:5,which is much smaller than the number we used in the �rst phase of the attack.Now we use linear algebra in order to �nd the structure of A02. Consider therepresentation of A02 as a set of n vectors V0; V1; : : : Vn�1, Vi 2 f0; 1gn, where A02transforms an arbitrary binary vector b = b0; b1; : : : bn�1 by producing the linearcombination: A02(b) = n�1Mi=0 biVi:(we can ignore the aÆne constants viewing them as part of the S-box). From thedata pool we extract information about k di�erent linear subspaces of dimensionn�m (= 120). Then we calculate the intersection of any k � 1(= 15) of them.This intersection is an m-dimensional linear subspace which is generated by allthe possible outputs from one of the S-boxes in layer S2, after it is expandedfrom 8 bits to 128 bits by A02. We perform this operation for each S-box and bythis we �nd a linear mapping A�2 which is equivalent to the original choice. Thecomplexity of this phase is that of Gaussian elimination on a set of O(n �m)equations.After �nding and discardingA02, we are left with the two layer structure S2A01.If we need to perform only decryption, we can recover this combined mappingby writing formal expressions for each bit, and then solving the linear equationswith k2m (212) variables. If we also need to perform encryption this trick will notwork, since the formal expressions will be huge. However, we can just repeat ourattack in the reverse direction by using chosen ciphertexts and recover A�1. Afterthat we can �nd the remaining layer S1 with about 2m known plaintexts. Againwe will �nd not the real S-box layer S2 but the equivalent one which correspondsto the modi�ed A�1; A�2 that we have found in earlier phases.Comment: for one of the mappings we need to know the order of the sub-spaces: we can assume arbitrary order of subspaces in A2 together with arbitraryorder of S-boxes in S2, however at this point the order of subspaces in A1 is nolonger arbitrary. If after �nding A2 we mount the same attack on S2A1 from



the ciphertext direction, we can recover A01 together with the correct orderinginformation.The complete attack uses about 22m chosen plaintexts (216) and about k23m(16 � 224 = 228) steps. We tested the attack with an actual implementation, andit always ended successfully after a few seconds of computation on a single PC.The attack remains practical even if we increase the size of the plaintexts from128 to 1024 bits and replace the 8-bit S-boxes by 16-bit S-boxes, since with theseparameters the attack requires 232 chosen plaintexts and 64 � 23�16 = 254 time.3 A Chosen Plaintext Attack on ASASIn this section we show how to use a pure chosen plaintext attack, and avoid theless realistic chosen plaintext and chosen ciphertext attack. The modi�ed attackhas the same time and data complexities as the original attack.After the �rst phase of the original attack we are left with a A02S2A1S1structure, since we can recover only one of the two external S-box layers. Sincethe inputs go through the additional S-box layer S1, we can no longer arguethat for any Ci, P1 � Ci and P2 � Ci will have a zero di�erence at the input tosome S-box in S2 whenever P1 and P2 have this property. We thus have to usea more structured set of modi�ers which can be nonzero only at the inputs tothe S-boxes in which P1 and P2 are identical.For the sake of simplicity, we consider in this section only the standard pa-rameters. We use 216 chosen plaintexts with the multiset property PPCk�2 (thetwo P 's could be placed anywhere, and we could reuse the chosen plaintextsfrom the �rst phase of the attack). There are 215 di�erent ways to choose a pairof values from the �rst P . For each such pair (a1; a2), we generate a group of28 pairs of extensions of the form (a1; b0; c; d; : : :) and (a2; b0; c; d; : : :) where b0is any common element from the second P , and c; d; : : : are the constants fromCk�2. We claim that all these 28 pairs will have the same di�erence at the outputof S1, since the �rst S-box gets a �xed pair of values and the other S-boxes getidentical inputs in each pair. We can now apply the low rank test since we havesuÆciently many choices of (a1; a2) to get a zero di�erence at the input to eachS-box in S2 with high probability, and for any such (a1; a2) we have suÆcientlymany pairs with the same di�erence in order to reliably test the rank of the out-put vectors. Once we discover the partition of the output space into 16 di�erentlinear subspaces of dimension 120, we can again �nd the intersection of any 15of them in order to �nd the 8 dimensional subspace generated by the outputs ofeach one of the 16 S-boxes. We �x A02 by choosing any set of 8 arbitrary spanningvectors in each one of the 16 subspaces, and this is the best we can possibly doin order to characterize A02 due to the existence of equivalent keys.One possible problem with this compact collection of plaintexts is that theattack may fail for certain degenerate choices of aÆne mappings. For example, ifboth A1 and A2 are the identity mapping, the insuÆciently mixed intermediatevalues always lead to very low output ranks. However, the attack was alwayssuccessful when tested with randomly chosen aÆne mappings.



After peeling o� the computed A02, we are now left with a S02A1S1 structure,which is di�erent from the A02S2A01 structure we faced in the original attack.We have already discovered in the previous part of the attack many groups of256 pairs of plaintexts, where in each group we know that the XOR of eachpair of inputs to any particular S-box in S02 is the same constant. We do notknow the value of this constant, but we can express this property as a chain ofhomogeneous linear equations in terms of the values of the inverse S-box, whichare indexed by the known outputs from the S02A1S1 structure. A typical exampleof the equations generated from one group isS�1(1)� S�1(72) = S�1(255)� S�1(13) = S�1(167)� S�1(217) = : : :If we need additional equations, we simply use another one of the 215 possiblegroups of pairs, which yields a di�erent chain of equations (with a di�erent un-known constant). Note that these sparse linear equations are completely di�erentfrom the dense equations we got in the �rst phase of the attack, which expressedthe B property by equating the XOR's of various random looking subsets of 256variables to 0m.We are �nally left with a simple A01S1 structure. It can be attacked in avariety of ways, which are left as an exersise for the reader.Comments:{ The attack works in exactly the same way if the aÆne mappings are over�nite �elds with even characteristic. In particular, it can be applied toRijndael-like schemes in which the aÆne transforms are over GF (28).{ The attack can be extended to the case where S2 contains arbitrary random(not necessarily bijective) S-boxes with a small penalty in the number ofchosen plaintexts. Direct application of our attack will not work, since the Pproperty at the input to some S-box in layer S2 may not result in a balancedoutput after S2 if this particular S-box is non-bijective. In order to overcomethis di�culty we can work with double-sized 2m-bit S-boxes at layer S1.We consider a projection mapping PT1 from 2m to m bits (in the aÆnemapping A1) which necessarily has a non-zero kernel (and thus always hasthe E property which is preserved even by non-bijective S-boxes, and notthe P property which is not preserved by non-bijective S-boxes). The attackworks in exactly the same way with the exception that we pay a factor of2m in data and in the process of equation preparation (now each equation isthe XOR of 22m variables instead of 2m). The total complexity of the attackbecomes 23m chosen plaintexts and k23m steps.{ We can attack the scheme even if a sparse linear mapping (a bit permutationor a mapping that mixes small sets of bits like the Serpent [1] mappings) isadded to the the input. The attack works as long as we can guess columnsof the linear mapping that correspond to the inputs of one particular S-boxin S1. If we add an initial bit permutation with the standard parameters,we can guess which 8 plaintext bits enter this S-box, and construct the



Ci�1PCk�i structure we need to get each linear equation with just thisknowledge. Note that to generate the P property we can choose these 8 bitsin an unordered way, and to generate the other Ck�1 property we don't careabout the destination of the other bits under the bit permutation, and thusthe number of cases we have to consider is at most �1288 � � 240. By increasingthe time complexity of the attack by this number, we get a (barely practical)attack on this six layer scheme. By symmetry, we can also attack the schemein which the additional bit permutation layer is added at the end, and with asomewhat higher complexity we can attack the seven layer scheme in whichwe add unknown bit permutations both at the beginning and at the end ofthe scheme. It is an open problem whether we can attack with reasonablecomplexity six layer schemes with a general aÆne mapping added either atthe beggining or at the end.{ We can attack the scheme even if the S-boxes have inputs of di�erent sizeswhich are unknown to the attacker, since this information will be revealedby rank analysis.{ We can attack modi�ed schemes which have various types of feedback con-nections between the S-boxes in the �rst and last rounds (see Figure 2 forone example). The idea is that we still have some control over multisetsin such construction: We can cause the rightmost S-box to run through allthe possible inputs (if the XORed feedback is a constant) and thus can forcemultisets to have the Ck�1P property after S1 even when the indicated feed-back connections are added. The extraction of the S-boxes in the last layerS3 has to be carried out sequentially from right to left, in order to take intoaccount the e�ect of the feedbacks at the bottom.{ The attack stops working if S3 contains non-bijective S-boxes. One can es-timate the sizes of the equivalence (collision) classes of the outputs of theparticular S-box. However even writing the linear equations does not seempossible: If we get the same output value twice in our structure, we cannottell which variables should be used as the input of the S-box in each case.AcknowledgementsWe thank David Wagner for a very useful early exchange of ideas, and AntonMityagin for implementing and testing the attack described in this paper.References1. R. Anderson, E. Biham, L. Knudsen, Serpent: A Proposal for the AES, 1st AESConference, 1998.2. E. Biham, Cryptanalysis of Patarin's 2-Round Public Key System with S-boxes(2R), proceedings of EUROCRYPT'2000, LNCS 1807, pp.408{416, Springer-Verlag, 2000.3. J. Daemen, L. Knudsen, V. Rijmen, The Block Cipher Square, proceedings ofFSE'97, LNCS 1267, pp.147{165, Springer-Verlag, 1997.4. V. Rijmen, J. Daemen, AES Proposal: Rijndael, 1st AES Conference, 1998.
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Fig. 2. Modi�ed scheme with S-box feedbacks.


