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Today’s Mantra

• Pick appropriate interaction for the task

• Understand the semantics of the interaction

• Develop/pick an algorithm that uses available 
information correctly and efficiently
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Design by Genius

Specification



Design by Exploration

[Buxton, Sketching User Experiences]
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Adaptation to Devices







Design as Optimization

• How to enumerate the 
design space?

• How to evaluate 
solution quality?

• How to find the optimal 
solution efficiently?
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Evaluating Solution Quality
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  Container factor weight:  0.0
  Tab Pane factor weight:  100.0

  Popup factor weight:  1.0
  Spinner for integers factor weight:  5.0

  Spinner (domain size) factor weight:  49.5238
  Spinner for non-integers factor weight:  6.0

  Slider factor weight:  45.7143
  Progress bar factor weight:  0.0
  Checkbox factor weight:  0.0

  Radio button factor weight:  0.5
  Horizontal radio button factor weight:  10.0
  Radio button (>=4 values) factor weight:  0.0

  Radio button (>=8 values) factor weight:  74.2857
  Radio button for booleans factor weight:  14.2857

  Checkbox list factor weight:  0.5
  Horizontal Checkbox list factor weight:  0.5

  Checkbox list (>=4 values) factor weight:  0.0
  Checkbox list (>=8 values) factor weight:  1.0

  Text field factor weight:  100.0
  Text field for enumerable types factor weight:  14.2857

  Single param action widget factor weight:  0.0
  Button factor weight:  0.0

  Combo box factor weight:  14.2857
  Combo box (>10 values) factor weight:  45.7143

  Combo box (>25 values) factor weight:  1.0
  Combo box (>50 values) factor weight:  1.0

  List factor weight:  71.4286
  Reduced width list factor weight:  10.0
  List under-size factor weight:  2.8571
  List over-size factor weight:  57.1429

  List for containers factor weight:  10.0
  Label factor weight:  3.0

  Text Area factor weight:  0.0
  Text area under-width factor weight:  0.1

  Text area under-height factor weight:  0.23809
  Image-based factor weight:  0.0

  Image based under-sized factor weight:  3.5714
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How Good Is This Movie?



Journal of Engineering Design
Vol. 20, No. 6, December 2009, 609–626

The construction of preferences for crux and sentinel
product attributes
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Designers often attempt to find preferences that users have for products and their attributes.Applying theory
from behavioural psychology, we demonstrate that product preferences are not ‘found’ in people, but rather
constructed by people on an as-needed basis. The demonstration explores the relationship between crux
product attributes, which are both important and difficult for people to assess, and sentinel attributes,
which are easy to assess and have a perceived association with a crux attribute. A relationship between
crux and sentinel attributes is proposed, supported by the results of a case study involving design of
paper towels, where a discrete choice survey is analysed using a new technique called the full factorial
marketplace. We generalise our approach to a constructed preferences design method that can be used to
identify crux/sentinel relationships between product attributes.

Keywords: product design; construction of preferences; context effects; discrete choice; conjoint analysis;
stated-choice; preference model; inferences

1. Introduction

Most design processes endorsed by the engineering design community include a stage of user
need-finding. The term need-finding and many of the common practices associated with this term
assume that customers have needs that can be found, and all a designer must do is effectively
gather these needs. The term ‘need’ has a loose definition in product design and typically refers
to needs, wants, requirements, and preferences.
However, the most recent theory in behavioural psychology asserts that needs, specifically

preferences, do not rest latent in the customer waiting to be found. Rather, the customer constructs
them on a case-by-case basis when making related decisions. Behavioural psychologists and
economists have discovered many situations where people assert wanting one thing when asked
in one manner, and wanting another when asked in a different manner (Slovic 1995). This paper
demonstrates that even smallmodifications to a preference elicitation technique in a design process
can cause large inconsistencies in customers’ constructed preferences. We can elicit a variety
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Constructed Preferences and Value-focused Thinking: Implications for

AI research on Preference Elicitation

Giuseppe Carenini and David Poole

University of British Columbia,
Computer Science Department ,

 2366 Main Mall , V6T 1Z4, Vancouver, Canada
carenini@ubc.cs.ca

Abstract

Decision theory has changed considerably in the last
decade. In behavioral decision theory, a large number of
studies have shown that human decision making is
inherently adaptive and constructive. In prescriptive
decision theory, we have witnessed a move from an
alternative-focused approach to a value-focused approach.
In this paper, we discuss the implications of these new ideas
in behavioral and prescriptive decision theory for AI
research on preference elicitation.

Introduction   

In the last three decades the field of classical decision
theory has witnessed two rather independent conceptual
shifts, which have become mainstream in the 90s with the
publication of two corresponding milestone books [Payne,
Bettman et al. 1993] and [Keeney 1992].
The first conceptual shift has occurred in the field of
behavioral decision making, where a large number of
studies have shown that human choice is inherently
adaptive and constructive. Individuals, in deciding how to
decide, are adaptive to both the decision task and the
decision environment. They have several decision
strategies at their disposal and when faced with a decision
they select a strategy depending on a variety of factors
related to the task, the context and individual differences.
Also, additional studies investigating the contingent nature
of decision making indicate that individuals often do not
possess well-defined preferences on many objects and
situations, but construct them in a highly context-
dependent fashion during the decision process.
The second conceptual shift in decision theory has
occurred in the field of prescriptive decision making and it
is called value-focused thinking. The traditional approach
to decision making that value-focused thinking criticizes is
called alternative-focused thinking. In this approach the
decision-maker, given a decision problem should follow
three basic steps. The first step is to identify a set of
                                                
Copyright © 2000, American Association for Artificial Intelligence
 (www.aaai.org). All rights reserved.

plausible alternatives, the second to specify the values
relevant to evaluate the alternatives, and the last to apply
these values to choose the best alternative for her.
Value-focused thinking turns the decision process upside
down. Once a decision problem is recognized, full
specification of fundamental, relevant values is the next
step. After that, the identified values are used to creatively
identify possible alternatives and to carefully assess their
desirability.
Although decision theory and the treatment of preferences
are gaining more and more attention in AI [Doyle and
Thomason 1999], it seems that AI research has somehow
overlooked these two major conceptual shifts that have
occurred in decision theory .
We argue that AI research on treating preferences should
seriously consider the implications of the two conceptual
shifts: the adaptive and constructive nature of decision
making, and of value-focused thinking.
In this paper, we present few ideas on the issues involved
in examining the implications of these new theories with
respect to preference elicitation.
For each of the two conceptual shifts we follow the same
presentation scheme. We first describe its main principles
and findings in detail.  Next, we start a hopefully
stimulating discussion on the implications of the
conceptual shift on AI research on preference elicitation.

On the Adaptive and Constructive Nature of
Decision Making

Principles and Findings form Behavioral Decision
Theory

Plenty of evidence from behavioral studies indicates that
the achievement of four main metagoals drives human
decision making [Bettman, Luce et al. 1998]. Although
individuals clearly aim at maximizing the accuracy of their
decisions, they are often willing to tradeoff accuracy to
reduce cognitive effort. Also, because of their social and
emotional nature, when making a decision people try to
minimize/maximize negative/positive emotions and
maximize the ease of justifying a decision.
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Preference Inconsistency in
Multidisciplinary Design Decision
Making
A common implicit assumption in engineering design is that user preferences exist a
priori. However, research from behavioral psychology and experimental economics sug-
gests that individuals construct preferences on a case-by-case basis when called to make
a decision rather than referring to an existing preference structure. Thus, across different
contexts, preference elicitation methods used in design decision making can lead to
preference inconsistencies. This paper offers a framework for understanding preference
inconsistencies, giving three examples of preference inconsistencies that demonstrate the
implications of unnoticed inconsistencies, and also discusses the design benefits of testing
for inconsistencies. Three common engineering and marketing design methods are dis-
cussed: discrete choice analysis, modeling stated versus revealed preferences, and the
Kano method. In these examples, we discuss perceived relationships between product
attributes, identify market opportunities for a “green” product, and show how people find
it is easier to imagine delight rather than necessity of product attributes. Understanding
preference inconsistencies offers new insights into the relationship between user and
product design. !DOI: 10.1115/1.3066526"

Keywords: customer preference, preference construction, context effect, utility theory,
multidisciplinary design, decision making, Kano, discrete choice analysis, conjoint
analysis, preference model

1 Introduction
Research in behavioral psychology over the past 30 years has

challenged the view that user preferences exist a priori, suggesting
instead that people construct preferences as needed on a case-by-
case basis in response to the decision at hand. This phenomenon is
referred to as preference construction !1". Such research has
shown violation of the utility theory assumptions, such as inde-
pendence, and that preferences can change in response to question
phrasing such as the framing of the decision. In particular,
changes in question phrasing can trigger shifts in preference from
one option to the other, in what is termed a preference reversal !1".

Preference construction theory has yet to be incorporated into
preference elicitation models in engineering design; these models
do not currently account for the fact that preference construction
can lead to inconsistency in preference measurements. Inconsis-
tency is symptomatic of two or more different preference con-
structions and may be identified by performing two or more care-
fully constructed measurements of preference. When collecting
preferences from a group of individuals using a common prefer-
ence elicitation tool, such as a survey, the tool plays a large role in
preference outcome. This has implications because many impor-
tant decisions, such as those of juries and doctors, are prone to
inconsistencies based on the context in which their preferences are
elicited !2,3". As multidisciplinary design increasingly integrates
engineering models with models from other disciplines, including
marketing, sensitivity to the limitations of preference models is
increasingly warranted, so that better design insights can be
gained. Indeed, as we show in this paper, preference inconsisten-

cies are not necessarily problematic but can be exploited to pro-
vide a deeper understanding of the decision process used by
people in their product choices.

We begin with a brief literature review, a demonstration of the
impact of construction of preference on current design methods,
and a summary of preference construction research that has been
conducted in the mechanical engineering design community with-
out being previously identified as such. We then frame extant
research in preference construction as it applies to engineering
design with a set of new conceptual terms that we believe high-
light the underlying processes.

Next, we give three examples of inconsistencies important in
engineering design that serve to demonstrate the research potential
of incorporating preference construction theory into engineering
design research: #i$ discrete choice survey analysis, with small
manipulations in survey formulation causing large inconsistencies
in preference; #ii$ a combination approach, where discrete choice
survey analysis, buy/not buy scenarios, and past purchase infor-
mation are used to demonstrate inconsistency; and #iii$ Kano cat-
egory classification and capturing the voice of the customer in
quality function deployment #QFD$. The design of paper towels is
used in #i$ and #ii$, and the design of an electric toothbrush is used
in #iii$. The first example shows that people perceive a strong
relationship between towel “quilting” and absorbency; a more
general methodology to detect the “sentinel/crux” attribute rela-
tionship in products is given in Ref. !4". The second example
demonstrates that a large market potential for ecofriendly paper
towels could be created through the activation of a particular pref-
erence construction for a group of users. The third example sug-
gests that people can imagine delight more consistently than ne-
cessity. The inconsistent preference construction highlighted in
the examples is not meant to discredit the method at hand but to
add caution to its use and increased insight to the resulting design
knowledge.

Contributed by the Design Automation Committee of ASME for publication in the
JOURNAL OF MECHANICAL DESIGN. Manuscript received August 7, 2007; final manu-
script received November 22, 2008; published online March 3, 2009. Review con-
ducted by Timothy W. Simpson. Paper presented at the ASME 2007 Design Engi-
neering Technical Conferences and Computers and Information in Engineering
Conference #DETC2007$, Las Vegas, NV, September 4–7, 2007.
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Here or There

Preference Judgments for Relevance

Ben Carterette1, Paul N. Bennett2, David Maxwell Chickering3, and Susan T.
Dumais2

1 University of Massachusetts Amherst
2 Microsoft Research
3 Microsoft Live Labs

Abstract. Information retrieval systems have traditionally been eval-
uated over absolute judgments of relevance: each document is judged
for relevance on its own, independent of other documents that may be
on topic. We hypothesize that preference judgments of the form “doc-
ument A is more relevant than document B” are easier for assessors to
make than absolute judgments, and provide evidence for our hypothesis
through a study with assessors. We then investigate methods to evaluate
search engines using preference judgments. Furthermore, we show that
by using inferences and clever selection of pairs to judge, we need not
compare all pairs of documents in order to apply evaluation methods.

1 Introduction

Relevance judgments for information retrieval evaluation have traditionally been
made on a binary scale: a document is either relevant to a query or it is not.
This definition of relevance is largely motivated by the importance of topicality
in tasks studied in IR research [1].

The notion of relevance can be generalized to a graded scale of absolute
judgments. Järvelin and Kekäläinen [2] proposed doing so to identify very rele-
vant documents in addition to relevant and non-relevant documents. They devel-
oped the discounted cumulative gain (DCG) measure to summarize performance
taking into account both graded relevance and greater importance for items re-
trieved at the top ranks. DCG has been used to evaluate web search applications
where the first few results are especially important. In web search applications,
factors other than topical relevance, such as quality of information, quality of
display, or important of the site, are often included in assessing relevance.

Although evaluations over graded relevance allow for finer distinctions among
documents, adopting graded relevance has two significant drawbacks. First, the
specifics of the gradations (i.e. how many levels to use and what those levels
mean) must be defined, and it is not clear how these choices will affect relative
performance measurements. Second, the burden on assessors increases with the
complexity of the relevance gradations; when there are more factors or finer
distinctions to consider, the choice of label is less clear. High measured levels of
disagreement on binary judgments [3] suggests the difficulty of the problem.

Challenge: Ratings Not Reliable
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Formalizing the 
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Learning a Distance Metric from Relative
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Abstract

This paper presents a method for learning a distance metric from rel-
ative comparison such as “A is closer to B than A is to C”. Taking a
Support Vector Machine (SVM) approach, we develop an algorithm that
provides a flexible way of describing qualitative training data as a set of
constraints. We show that such constraints lead to a convex quadratic
programming problem that can be solved by adapting standard meth-
ods for SVM training. We empirically evaluate the performance and the
modelling flexibility of the algorithm on a collection of text documents.

1 Introduction

Distance metrics are an essential component in many applications ranging from supervised
learning and clustering to product recommendations and document browsing. Since de-
signing such metrics by hand is difficult, we explore the problem of learning a metric from
examples. In particular, we consider relative and qualitative examples of the form “A is
closer to B than A is to C”. We believe that feedback of this type is more easily available
in many application setting than quantitative examples (e.g. “the distance between A and
B is 7.35”) as considered in metric Multidimensional Scaling (MDS) (see [4]), or absolute
qualitative feedback (e.g. “A and B are similar”, “A and C are not similar”) as considered
in [11].

Building on the study in [7], search-engine query logs are one example where feedback of
the form “A is closer to B than A is to C” is readily available for learning a (more semantic)
similarity metric on documents. Given a ranked result list for a query, documents that
are clicked on can be assumed to be semantically closer than those documents that the
user observed but decided to not click on (i.e. “A is closer to B than A is to
C ”). In contrast, drawing the conclusion that “A and C are not similar” is
probably less justified, since a C high in the presented ranking is probably still closer
to A than most documents in the collection.

In this paper, we present an algorithm that can learn a distance metric from such relative
and qualitative examples. Given a parametrized family of distance metrics, the algorithms
discriminately searches for the parameters that best fulfill the training examples. Taking a
maximum-margin approach [9], we formulate the training problem as a convex quadratic
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• Perceptual effort

• Cognitive effort

• Motor effort

• Aesthetics

• Motor effort
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ABSTRACT
The input to an algorithm that learns a binary classifier
normally consists of two sets of examples, where one set
consists of positive examples of the concept to be learned,
and the other set consists of negative examples. However,
it is often the case that the available training data are an
incomplete set of positive examples, and a set of unlabeled
examples, some of which are positive and some of which are
negative. The problem solved in this paper is how to learn
a standard binary classifier given a nontraditional training
set of this nature.

Under the assumption that the labeled examples are se-
lected randomly from the positive examples, we show that
a classifier trained on positive and unlabeled examples pre-
dicts probabilities that differ by only a constant factor from
the true conditional probabilities of being positive. We show
how to use this result in two different ways to learn a classi-
fier from a nontraditional training set. We then apply these
two new methods to solve a real-world problem: identifying
protein records that should be included in an incomplete
specialized molecular biology database. Our experiments in
this domain show that models trained using the new meth-
ods perform better than the current state-of-the-art biased
SVM method for learning from positive and unlabeled ex-
amples.

Categories and Subject Descriptors
H.2.8 [Database management]: Database applications—
data mining.

General Terms
Algorithms, theory.

Keywords
Supervised learning, unlabeled examples, text mining, bioin-
formatics.
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1. INTRODUCTION
The input to an algorithm that learns a binary classifier

consists normally of two sets of examples. One set is positive
examples x such that the label y = 1, and the other set is
negative examples x such that y = 0. However, suppose the
available input consists of just an incomplete set of positive
examples, and a set of unlabeled examples, some of which
are positive and some of which are negative. The problem
we solve in this paper is how to learn a traditional binary
classifier given a nontraditional training set of this nature.

Learning a classifier from positive and unlabeled data, as
opposed to from positive and negative data, is a problem of
great importance. Most research on training classifiers, in
data mining and in machine learning assumes the availability
of explicit negative examples. However, in many real-world
domains, the concept of a negative example is not natu-
ral. For example, over 1000 specialized databases exist in
molecular biology [7]. Each of these defines a set of posi-
tive examples, namely the set of genes or proteins included
in the database. In each case, it would be useful to learn a
classifier that can recognize additional genes or proteins that
should be included. But in each case, the database does not
contain any explicit set of examples that should not be in-
cluded, and it is unnatural to ask a human expert to identify
such a set. Consider the database that we are associated
with, which is called TCDB [15]. This database contains
information about over 4000 proteins that are involved in
signaling across cellular membranes. If we ask a biologist
for examples of proteins that are not involved in this pro-
cess, the only answer is “all other proteins.” To make this
answer operational, we could take all proteins mentioned in
a comprehensive unspecialized database such as SwissProt
[1]. But these proteins are unlabeled examples, not negative
examples, because some of them are proteins that should be
in TCDB. Our goal is precisely to discover these proteins.

This paper is organized as follows. First, Section 2 for-
malizes the scenario of learning from positive and unlabeled
examples, presents a central result concerning this scenario,
and explains how to use it to make learning from positive and
unlabeled examples essentially equivalent to learning from
positive and negative examples. Next, Section 3 derives how
to use the same central result to assign weights to unlabeled
examples in a principled way, as a second method of learn-
ing using unlabeled examples. Then, Section 4 describes a
synthetic example that illustrates the results of Section 2.
Section 5 explains the design and findings of an experiment
showing that our two new methods perform better than the

213
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