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1 Introduction

The overwhelming trend towards digital services, combined with cheap storage, has generated massive amounts of data that
enterprises need to effectively gather, process, and analyze. Techniques from the data warehousing and high-performance
computing communities are invaluable for many enterprises. However, often times their cost or complexity of scale-up
discourages the accumulation of data without an immediate need. As valuable knowledge may nevertheless be buried in this
data, related scaled-up technologies have been developed. Examples include Google’s MapReduce, and the open-source
implementation, Apache Hadoop.

Hadoop is an open-source project administered by the Apache Software Foundation. Hadoop’s contributors work for some of the
world’s biggest technology companies. That diverse, motivated community has produced a collaborative platform for
consolidating, combining and understanding data.

Technically, Hadoop consists of two key services: data storage using the Hadoop Distributed File System (HDFS) and large
scale parallel data processing using a technique called MapReduce

2 About this Lab

After completing this hands-on lab, you'll be able to:
e Use Hadoop commands to explore the HDFS on the Hadoop system
e Use Hadoop commands to run a sample MapReduce program on the Hadoop system

e Explore Pig, Hive and Jaq|

3 Environment Setup Requirements

To complete this lab you will need the following:
1. InfoSphere Biglnsights Bootcamp VMware® image
2. VMware Player 2.x or VMware Workstation 5.x or later

For help on how to obtain these components please follow the instructions specified in VMware Basics and Introduction from
module 1.

3.1 Getting Started

To prepare for the contents of this lab, you must go through the process of getting all of the Hadoop components started.

b

1. Start the VMware image by clicking the FO%er On  hytton in VMware Workstation if it is not already on.
2. Log in to the VMware virtual machine using the following information:
e User: biadmin

e Password: password

Hadoop Core — HDFS, MapReduce, Pig, Hive, and Jaq|
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3. Open Gnome Command Prompt Window by right-clicking on the Desktop and selecting “Open in Terminal”.

bBiadmin@imtebil . ~/Desktop

File Edit YView Terminal Help
Directory: shome/biadmin/Desktop
S NERIE Tue Jul 9 13:03:23 EDT 2013
biadmin@imtebil:~/Desktop>

B computer B imtebil biadmin@imtebil: ~/Desktop af LEE Tue Jul 9. 1.03 Pm E3

Figure 1 - Open a new terminal window

4. Change to the $BIGINSIGHTS_HOME (which by default is set to /opt/ibm/biginsights).
cd $BIGINSIGHTS HOME/bin

or
cd /opt/ibm/biginsights/bin

5. Start the Hadoop components (daemons) on the Biglnsights server. You can practice starting all components with these
commands. Please note they will take a few minutes to run:

./start-all.sh

The following figure shows the different Hadoop components starting.

Hadoop Core — HDFS, MapReduce, Pig, Hive, and Jaq|
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[INFO]
[INFO]
[InFO]
[InFO]
[InFO]
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[INFO]
[INFO]
[INFO]
[InFO]
[InFO]
[INFO]

biadmingimtebil:." .01 HadoopCore/HDFS

File Edit “iew Terminal Help
biadmin@mtebil:~/Desktop= start-all.sh

DeployCmdline - [ IBM InfoSphere BigInsights QuickStart Edition ]

Progress

@mtebil.

Deployer
Progress
Progress

@mteb11.
@imtebil.
@1mtebil.

Progress
Deployer
Deployer
Deployer
Deployer
Ceployer
Deployer

@1mtebil.
@1mtebil.

Progress
Deployer
Progress

@imtebil.

Progress
Progress

@1mteb1l.

Progress

@1mtebil.
@1mtebil.

Progress
Progress
Deployer

@imtebil.
@1mteb1l.

Deployer
Progress
Progress

@mtebil.

Progress
Progress

- Start zookeeper

imte.com - zookeeper started, pid 5450

- zookeeper service started

- B

- Start hadoop

imte.com - namenode started, pid 5643

imte.com - secondarynamenode started, pid 5830

imte.com - datanode started, pid 6059

= 14%

- Waiting for Mamenode to exit safe mode...

- Wait namenode to exit safemode for another 5 seconds, please check namenode log for details
- Wait namenode to exit safemode for another 5 seconds, please check namenode log for details
- Wait namenode to exat safemode for another 10 seconds, please check namenode log for details
- Walt namenode to exit safemode for another 10 seconds, please check namenode log for details
- HOFS cluster started successfully

imte.com - jobtracker started, pid 6773

imte.com - tasktracker started, pid 7057

- 18%

- MapReduce cluster started successfully

- Start derby

imte.com - derby started, pid 7231

= AT

- Start hive

imte.com - derby already runming, pid 7231
- 28%

imte.com - hive-web-interface started, pid 7408
imte.com - hive-server started, pid 7732

=

- Start hbase

- check zookeeper services, make sure zookeeper service is started before start hbase service
imte.com - hbase-master(active) started
imte.com - hbase-regionserver started

- hbase service started

- 45%

- Start bigsgl

imte.com - bigsgl-server started, pid 8538

- AP

- Start oozie

Figure 2 - Starting Hadoop components

@ Note: You may get an error that the server has not started, please be patient as it does take some time for the server to complete start.

Fle Edit View Terminal Tabs Help

[INFO] Deployer - Starting Hadoop

[INFO] @localhost.localdomain - Starting jaglserver

[INFO] @localhost.localdomain - Starting biginsightconsole

[INFO] @localhost.localdomain - Starting bigsheets

[INFO] Progress - 20%

[INFO] @localhost.localdomain - namenode uncertain status, 9000 not open, pid 34
27

Retry the daemon command later, or tail leg: ssh <node> tail /war/ibm/biginsight
s/hadoop/log/hadoop-hdpadmin-namenode-localhost.log

Figure 3 - Hadoop component error

6. Sometimes certain hadoop components may fail to start. You can start and stop the failed components one at a time by
using start.sh or stop.sh respectively. For example, to start and stop Hadoop use:

./start.sh hadoop
./stop.sh hadoop

Hadoop Core — HDFS, MapReduce, Pig, Hive, and Jaq|
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In the following example, the console component failed. The particular component was then started again using
the . /start.sh console command. It then succeeded without any problems. This approach can be used for

any failed components.

biadming@imtebil:. hm/higinsights/bin

File Edit “iew Terminal Help

biadmin@mteb1l: fopt/ibm/biginsights/bin= ./start.sh consale b
[1MFO] DeployCmdline - [ IBM InfoSphere BigInsights QuickStart Edition ]

[INFO] Progress - Start console

[IMFO] Deployer - Jopt/ibm/biginsights/console/wlp

[INFO] Deployer - starting pigserver, logging to /var/ibm/biginsights/sheets/logs/bigsheets-biadmin-pigserve
r.out

[INFO] Deployer - Server waslp-server started with process ID 25354,

[IMFD] Deployer - [AUDIT ] CwWWKFOO11I: The server waslp-server 1s ready to run a smarter planet.

[INFO] Deployer - BigInsights Management Console started, pid 25854

[INFO] Progress - 100%

[INFO] DeployManager - Start; SUCCEEDED components: [consolel]; Consumes : 23226ms

biadmin@mtebil: fopt/ibm/biginsights/bin=

bladmin@mtebil: /opt/ibm/biginsights/bin=

Figure 4 - Starting a specific component

Once all components have started successfully you can then move to the next section.

4 Exploring Hadoop Distributed File System (HDFS)

Hadoop Distributed File System (HDFS), allows user data to be organized in the form of files and directories. It provides a
command line interface called FS shell that lets a user interact with the data in HDFS accessible to Hadoop MapReduce
programs.

There are two methods to interact with HDFS:

1. You can use the command-line approach and invoke the FileSystem (fs) shell using the format: hadoop fs <args>.
This is the method we will use in this lab..

2. You can also manipulate HDFS using the Biglnsights Web Console. You will explore the Biglnsights Web Console on
another lab.

4.1 Using the command line interface

In this part, we will explore some basic HDFS commands. All HDFS commands start with hadoop followed by dfs (distributed
file system) or fs (file system) followed by a dash, and the command. Many HDFS commands are similar to UNIX commands.
For details, refer to the Hadoop Command Guide and Hadoop FS Shell Guide.

We will start with the hadoop fs —Is command which returns the list of files and directories with permission information.

Hadoop Core — HDFS, MapReduce, Pig, Hive, and Jaq|
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Ensure the Hadoop components are all started, and from the same Gnome terminal window as before (and logged on as
biadmin), follow these instructions:

1. List the contents of the root directory.
hadoop fs -1s /

Biadmin@imtebil:...km/Biginsights/bin

File Edit ‘iew Terminal Help

biadmin@mteb1l: fopt/ibm/biginsights/bin= hadoop fs -1s / [=]
Found 5 1tems

drwxr-xr-x - biadmin biadmgrp 0 2013-06-19 22:56 /biginsights

drwxr-xr-x - biadmin supergroup 0 2013-07-09 13:48 /hadoop

drwxr-xr-x - biadmin supergroup 0 2013-07-09 13:50 /hbase

drwxrwxrwx - bradmin supergroup 0 2013-06-19 22:45 /tmp

drwxrwirwx - biadmin supergroup 0 2013-07-09 13:33 /user

biadmin@imtebil: fopt/ibm/biginsights/bin= |

Figure 5 - List directory command
2. To list the contents of the /user/biadmin directory, execute:
hadoop fs -1s

or

hadoop fs -1s /user/biadmin

Note that in the first command there was no directory referenced, but it is equivalent to the second command where
/user/biadmin is explicitly specified. Each user will get its own home directory under /user. For example, in the case of
user biadmin, his home directory is /user/biadmin. Any command where there is no explicit directory specified will be
relative to the user’'s home directory.

biadmin@imtebil:...bmi/biginsights/bin

File Edit “iew Terminal Help

biadmin@mtebil: fopt/ibm/biginsights/bin= hadoop fs -1s ¢ (=
IFound 5 1tems

ldrwxr-xr-x - biadmin biadmgrp 0 2013-07-09 13:52 sbiginsights

drwxr-xr-x - bladmin supergroup 0 2013-07-11 11:04 /hadoop

drwgr-%xr-x - biadmin supergroup 0 2013-07-11 11:06 fhbase

drwxrwerwx - biadmin supergroup 0 2013-06-19 22:45 /tmp

drwxrwxrwx - biladmin supergroup 0 2013-07-09 16:47 Juser

biadmin@imtebil: fopt/ibmsbiginsights/bin= hadoop fs -1s
Found 2 1tems

drwg------ - biadmin supergroup 0 2013-07-05 10:31 fuser/biadmin/.staging
drwxs=x-=x - bradmin supergroup 0 2013-07-09 13:56 juser/biladmin/credstore
drwxr-xr-x - biadmin supergroup 0 2013-07-05 10:31 fuser/biradminsoozie-biad ’—!

biadmin@mtebil: fopt/ibm/biginsights/bin=

Figure 6 - hadoop fs -Is command outputs

3. To create the directory myTestDir you can issue the following command:

hadoop fs -mkdir myTestDir

Hadoop Core — HDFS, MapReduce, Pig, Hive, and Jaq|
© Copyright IBM Corp. 2012. All rights reserved Page 7 of 27

IBM Big Data Fundamentals Bootcamp Workbook page 9 of 238.



IBM Software
Information Management

Where was this directory created? As mentioned in the previous step, any relative paths will be using the user's home
directory.

4. Issue the Is command again to see the subdirectory myTestDir:

hadoop fs -1s

or
hadoop fs -1s /user/biadmin

biadmin@imtebil:...hm/biginsights/bin

File Edit “iew Terminal Help
bradmin@imtebil: fopt/ibm/biginsights/bin=> hadoop fs -1s [~]
Found 4 1tems
drwx------ - biadmin supergroup 0 2013-07-05 10:31 /fuser/biadmin/.staging
drwx--x--x - biadmin supergroup 0 2013-07-09 13:56 ;‘useribiadmin;‘credstore
rwxr-xr-x - biadmin supergroup 0 2013-07-26 02:23 fuser/biadmin/m TestDlr‘I
drwxr-xr-x biadmin supergroup -07-05 10: user/bladmin/oozle-blad
bradmin@imtebil: /opt/ibm/biginsights/bin> hadoop fs -ls juser/biadmin
Found 4 1tems
drwx------ - biadmin supergroup 0 2013-07-05 10:31 fuser/biadmin/.staging
drwx--x--x - biadmin supergroup 0 2013-07-09 13:56 fuser/biadmin/credstore
TWAT - XPoX o Dladmin supergroup
PwXr-xr-x - biadmin supergroup -Q7- :
biadmin@mtebil: /opt/ibm/biginsights/bin= I >

Figure 7 - hadoop fs -Is command outputs

@ Note: If you specify a relative path to hadoop fs commands, they will implicitly be relative to your user directory in HDFS. For
example when you created the directory myTestDir, it was created in the /user/biadmin directory.

To use HDFS commands recursively generally you add an “r” to the HDFS command (In the Linux shell this is generally
done with the “-R” argument).

5. For example, to do a recursive listing we’ll use the —Isr command rather than just —Is, like the examples below:

hadoop fs -1s /user
hadoop fs -1lsr /user

Hadoop Core — HDFS, MapReduce, Pig, Hive, and Jaq|
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biadmin@imtehil:...01"HadoopCore/HDES

Help

|
drwxrwxrwx - biadmin supergroup 0 2013-07-05 10:33 Juser/applications
drwxr-xr-x - biadmin supergroup 0 2013-07-22 13:10 Juser/biadmin
g T S B R L P L =T TR L S B Y b B N - al T N el - 1= =T 3 lor /o=
" I.-.'h _I* DI 2 — I"}1"} A '1‘1': .r'_'_'l' ﬁ_ I
drwxr-xr-x - biadmin supergroup 0 2013-07-22 13:10 Juser/biadmin
drwx------ - biadmin supergroup 0 2013-07-05 10:31 /Juser/biadmin/.staging
drwx------ - biadmin supergroup 0 2013-07-05 10:29 /Juser/biadmin/.staging/job_201307051019
0002
drwx--x--x - biadmin supergroup 0 2013-07-09 13:56 Juser/biadmin/credstore
drwx------ - biadmin supergroup 0 2013-06-19 22:46 Juser/biadmin/credstore/private
N L 3 biadmin supergroup 99 2013-06-19 22:46 Juser/biadmin/credstore/private/hive key
store pwd.prop
-rwW-r--r-- 1 biadmin supergroup 108 2013-07-09 13:56 /user/biadmin/credstore/properties.txt
drwxr-xr-x - bladmin supergroup 0 2013-07-22 11:51 /Juser/biadmin/myTestDir
drwxr-xr-x - biadmin supergroup 0 2013-07-05 10:31 /fuser/biadmin/oozie-biad
biadmin@imtebil:~/bootcamp/input/lab®l HadoopCore,/HOFS=

Figure 8 - hadoop fs-Isr command output

6. You can pipe (using the | character) any HDFS command to be used with the Linux shell. For example, you can easily

use grep with HDFS by doing the following:

hadoop fs -mkdir /user/biadmin/myTestDir2
hadoop fs -1ls /user/biadmin | grep Test

biadmin@imtebil:.-.bm/biginsightsibin

File Edit Wiew Terminal Help

biadmin@imtebil: fopt/ibm/biginsights/bin= hadoop fs
biadmin@imtebil: fopt/ibm/biginsights/bin= hadoop fs

-mkdir fuser/bladmin/myTestDir2
-1s juser/biadmin | grep Test

drwxr-xr-x
drwxr-xr-x

- bladmn supergroup
- bladmn supergroup

0 2013-07-09 14:01 /user/bladmin/myTestDir
0 2013-07-09 14:21 /user/bladmin/myTestDir2

biadmin@imtebil: fopt/ibm/biginsights/bin= I

Figure 9 - hadoop fs -Is using grep to filter the output

As you can see the grep command only returned the lines which had test in them (thus removing the “Found x items”

line and the .staging and oozie-biad directories from the listing

7. To move files between your regular Linux filesystem and HDFS you can use the put and get commands. For example,

move the text file README to the hadoop filesystem.

hadoop fs -put /home/biadmin/bootcamp/input/lab0l1 HadoopCore/HDFS/README
README
hadoop fs -1s /user/biadmin

Hadoop Core — HDFS, MapReduce, Pig, Hive, and Jaq|
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bBiadmin@imtebil:. .01 " HadoopCare/HDFS

File Edit “iew Terminal Help

biadmin@imtebil:~/bootcamp/input/lab0l_HadoopCore/HDFS= hadoop fs -1s
Found 6 1tems
drwx------ - biadmin supergroup 0 2013-07-05 10:31 /user/biadmin/.staging

Ll =]
lir‘\.n{..y ¥ BT iR« B=T BTt =TT TuTa TR o] Q20130700 13-58 feer /bl admn/cradetors I
drwxr-xr-x biadmin supergroup 0 2013-07-22 11:51 /user/biadmin/myTestDir
drwxr-xr-x biadmin supergroup 0 2013-07-22 13:13 /user/biadmin/myTestDir2
drwxr-xr-x biadmin supergroup 0 2013-07-05 10:31 Juser/biadmin/oozie-biad
biadmin@imtebil:~/bootcamp/input/lab0l_HadoopCore/HDFS= I ~

Figure 10 - README file inside HDFS
You should now see a new file called /user/biadmin/README listed as shown above. Note there is a ‘1’ highlighted in

the figure. This represents the replication factor. By default, the replication factor in a BigInsights cluster is 3, but since
this laboratory environment only has one node, the replication factor is 1.

8. In order to view the contents of this file use the —cat command as follows:
hadoop fs -cat README

You should see the output of the README file (that is stored in HDFS). We can also use the linux diff command to see
if the file we put on HDFS is actually the same as the original on the local filesystem.

9. Execute the commands below to use the diff command:
cd /home/biadmin/bootcamp/input/lab0l_ HadoopCore/HDFS/
diff <( hadoop fs -cat README ) README

Since the diff command produces no output we know that the files are the same (the diff command prints all the lines in
the files that differ).

To find the size of files you need to use the —du or —dus commands. Keep in mind that these commands return the file
size in bytes.

10. To find the size of the README file use the following command:

hadoop fs -du README

biadmin@@imtebil:...01 HadoopCore/HDFS

File Edit \iew Terminal Help

biadmn@imteb1l:~/bootcamp/1nput/labdl_HadoopCore/HDFS= hadoop fs -du README
Found 1 items

18 \g:fs://imtebil.imte.com:QGOD/user/biadmin/README
biadmin@imtelrl:~/bootcamp,/input/lab0l HadoopCore/HDFS= I

Figure 11 - Inspecting README file size

In this example, the README file has 18 bytes.

11. To find the size of all files individually in the /user/biadmin directory use the following command:

Hadoop Core — HDFS, MapReduce, Pig, Hive, and Jaq|
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hadoop fs -du /user/biadmin

biadmin@imtebil:..01 HadoopCore/HDFS

File Edit View Terminal Help

biadmin@mtebil:~/bootcamp/input/Lab0l_HadoopCore/HDFS=> hadoop fs -du /user/biadmin
Found 6 1tems

B

o] hdfs://imteb1l.1mte.com: 9000/user /biadmin/.staging
18 hdfs://imtebil.1mte.com:9000/user, /b1 admin/README

208 hdfs://imtebil.1mte.com:9000/user/bl1admin/credstore
o] hdfs://imtebil.1mte.com: 9000/user /biadmin/myTesthLr
o] hdfs://imteb1l.1mte.com: 9000/user /biadmin/myTesthir2
o] hdfs://imtebil.1mte.com:9000/user/bladmin/oozie-biad

biadmin@mtebil:~/bootcamp/input/Lab0l_HadoopCore/HDFS= I

Figure 12 - Inspecting files size in a specific directory

12. To find the size of all files in total of the /user/biadmin directory use the following command:

hadoop fs -dus /user/biadmin

biadmingimtebil:.. .01 HadoopCore/HDES

File Edit Wiew Terminal Help

biadmin@imtebil:~/bootcamp/input/lab0l_HadoopCore/HDOFS=> hadoop fs -dus fuser/biadmin
hdfs://imtebil.imte.com:9000/user/biadmin 226
biadmin@imtebil:~/bootcamp/input,/lab0l_HadoopCore/HDFS= I

4

Figure 13 - Inspecting the size of directories
13. If you would like to get more information about hadoop fs commands, invoke —help as follows:

hadoop fs -help

Hadoop Core — HDFS, MapReduce, Pig, Hive, and Jaq|
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biadmin@imtebil:...01 HadoopCore/HDFS

File Edit Wiew Terminal Help

biadmin@mtebil:~/bootcamp/input/Llab@l_HadoopCore/HDFS> hadoop fs -help ﬂ
hadoop fs 1s the command to execute fs commands. The full syntax is:

hadoop fs [-fs <local | file system URI=] [-conf =configuration file=]
[-D =property=value=] [-ls =path=] [-lsr =path=] [-du =path=]
[-dus =path=] [-mv =src> =dst=] [-cp =src= =dst=] [-rm [-skipTrash] =src=]
[-rmr [-skipTrash] =src=] [-put <localsrc> ... =dst=] [-copyFromLocal <localsrc> ... =dst=]
[-moveFromLocal <localsrce ... =dst=] [-get [-ignoreCrc] [-crc] =src> <localdst=
[-getmerge =src= <localdst= [addnl]] [-cat =src=]
[-copyToLocal [-ignorecrc]l [-crc] <src= <localdst=] [-moveToLocal =src> <localdst=]
[-mkdir <path=] [-report] [-setrep [-R] [-w] =rep= =path/file=]
[-touchz =path=] [-test -[ezd] =path=] [-stat [format] =path=]
[-tail [-f] =path=] [-text =path=]
[-chmod [-R] <MODE[,MODE]... | OCTALMODE= PATH...]
[-chown [-R] [OwnER][:[GROUP]] PATH...]
[-chgrp [-R] GROUP PATH...]
[-count[-g] =path=]
[-help [cmd]]

-fs [local | =file system URI=]: Specify the file system to use.

I1f not specified, the current configuration is used,

taken from the follewing, in increasing precedence:
core-default.xml inside the hadoop jar file
core-site.xml i1n $HADOOP_COMF_DIR

"local' means use the local file system as your DFS.

=file system URI> specifies a particular file system to

contact. This argument is optional but if used must appear

appear first on the command line. Exactly one additional

argument must be specified.

-ls «paths: List the contents that match the specified file pattern. If
path 1s not specified, the contents of /user/=currentUser=
will be listed. Directory entries are of the form
dirName (full path) =dir=
and file entries are of the farm
fileName(full path) =r n= size [~

Figure 14 - Hadoop help command

14. For specific help on a command, add the command name after help. For example, to get help on the dus command
you’d do the following:

hadoop fs -help dus

biadmin@imtehil:...01 HadoopCore/HDFS

File Edit ‘iew Terminal Help
biadmin@imtebil:~/bootcamp/input/labol HadoopCore/HDFS= hadoop fs -help dus e
-dus =path=: Show the amount of space, in bytes, used by the files that
match the specified file pattern. Equivalent to the unix
command "du -sb" The output 1s in the form
name(full path) size (in bytes)

biadmin@mtebil:~/bootcamp/input/lab0l HadoopCore/HDFS=> I

Figure 15 - Help for specific Haoop commands

Hadoop Core — HDFS, MapReduce, Pig, Hive, and Jaq|
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5 MapReduce

Now that we’ve seen how the FileSystem (fs) shell can be used to execute Hadoop commands to interact with HDFS, the same
fs shell can be used to launch MapReduce jobs. In this section, we will walk through the steps required to run a MapReduce
program. The source code for a MapReduce program is contained in a compiled .jar file. Hadoop will load the JAR into HDFS
and distribute it to the data nodes, where the individual tasks of the MapReduce job will be executed. Hadoop ships with some
example MapReduce programs to run. One of these is a distributed WordCount program which reads text files and counts how
often words occur.

5.1 Running the WordCount program

First we need to copy the data files from the local file system to HDFS.
1. Execute the commands below to copy the input files into HDFS.

hadoop fs -mkdir /user/biadmin/input

hadoop fs -put /home/biadmin/bootcamp/input/lab0l HadoopCore/MapReduce/*.csv
/user/biadmin/input

biadmin@imtebil:...01 "HadoopCore/HDFS

File Edit View Terminal Help

biadmin@mtebil:~/bootcamp/input/lab0l HadoopCore/HDFS= hadoop fs -mkdir fuser/biadmin/input
biadmin@mtebil:~/bootcamp/input/lab0l HadoopCore/HDFS= hadoop fs -put /home/bladmin/bootcamp/input/labol Ha
doopCore/MapReduce/*.csv /user/biadmin/input

biadmin@mtebil:~/bootcamp/input/lab0l HadoopCore/HDFS= I

> |

Figure 16 - Copy input files into HDFS
2. Review the files have been copied with the following command:

hadoop fs -1s input

biadmin@imtebil:...01 " HadoopCore/HDES

File Edit ‘iew Terminal Help

biadmin@imtebil: ~/bootcamp/input,/lab0l_HadoopCore/HDFSs> hadoop fs -1s 1input e
Found 3 1tems

“FW-F=-F=-- 1 biadmin supergroup 2702 2013-07-09 14:37 jfuser/biadmin/input/statab2008_ 0487 FederalExe
cutiveBranchMNonpostalEmpl_0 data.csv

-rw-r--r-- 1 biadmin supergroup 612 2013-07-09 14:37 susersbiadmin/input/statabz008 0487 FederalExe
cutiveBranchMonpostalEmpl_1 notes.csw

~FW-TF--TF=-- 1 biadmin supergroup 7640 2013-07-09 14:37 fuser/biadmin/input/statab2008 0487 FederalExe

cutiveBranchMonpostalEmpl_2 Historical.csv
biadmin@imtebil:~/bootcamp/input,/labol_HadoopCore/HDFS> I

Figure 17 - List copied files into HDFS

3. Now we can run the wordcount job with the command below, where “/user/biadmin/input/” is where the input files are,
and “output” is the directory where the output of the job will be stored. The “output” directory will be created
automatically when executing the command below.

Hadoop Core — HDFS, MapReduce, Pig, Hive, and Jaq|
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hadoop jar /opt/ibm/biginsights/IHC/hadoop-examples-1.1.1.jar wordcount
/user/biadmin/input/ output

biadmingimtebi1:.. .01 ' HadoopCore/HDFS

File Edit ‘iew Terminal Help

biadmn@mtebil:~/bootcamp/input/lab0l_HadoopCore/HDFS= hadoop jar fopt/ibmfbiginsights/IHC/hadoop-examples- ~
1.1.1.jar wordcount fuser/biadmin/input/ eutput

13/07/09 14:40:04 INFO i1nput.FileInputFormat: Total input paths to process : 3

13/07/09 14:40:04 INFO mapred.JobClient: Running job: job_ 201307091355 0001

13/07/09 14:40:05 INFO mapred.JobClient: map % reduce %

13/07/09 14:40:13 INFO mapred.JobClient: map 33% reduce 0%

13/07/09 14:40:15 INFO mapred.JobClient: map 68% reduce O%

13/07/09 14:40:19 INFO mapred.JobClient: map 100% reduce Of

13/07/09 14:40:26 INFO mapred.JobClient: map 100% reduce 100%

13/07/09 14:40:27 INFO mapred.JobClient: Job complete: job_ 201307091355 0001

13/07/09 14:40:27 INFO mapred.JobClient: Counters: 29

13/07/09 14:40:27 INFO mapred.JobClient: Job Counters

13/07/09 14:40:27 INFD mapred.JobClient: Data-local map tasks=3

13/07/09 14:40:27 INFO mapred.JobClient: SLOTS_MILLIS_MAPS=12454

13/07/09 14:40:27 INFO mapred.JobClient: Launched map tasks=3

13/07,/09 14:40:27 INFO mapred.JobClient: Total time spent by all reduces waiting after reserving slots (
ms ) =0

13/07/09 14:40:27 INFO mapred.JobClient: Total time spent by all maps waiting after reserving slots (ms)
=0

13/07/09 14:40:27 INFO mapred.JobcClient: Launched reduce tasks=1

13/07/09 14:40:27 INFD mapred.JobClient: SLOTS MILLIS REDUCES=9452

13/07/09 14:40:27 INFO mapred.JobClient: File Input Format Counters

13/07/09 14:40:27 INFO mapred.JobClient: Bytes Read=10354

13/07/09 14:40:27 INFO mapred.JobClient: File Output Format Counters

13/07/09 14:40:27 INFO mapred.JobClient: Bytes Written=9145

13/07/09 14:40:27 INFO mapred.JobClient: FileSystemCounters

13/07/09 14:40:27 INFO mapred.JobClient: HOFS_BYTES_READ=11438

13/07/09 14:40:27 INFO mapred.JobClient: FILE BYTES_WRITTEMN=123382

13/07/09 14:40:27 INFD mapred.JobClient: FILE BYTES_READ=11025

13/07/09 14:40:27 INFO mapred.JobClient: HOFS BYTES_WRITTEM=2145

13/07/09 14:40:27 INFO mapred.JobClient:  Map-Reduce Framework

13/07/09 14:40:27 INFO mapred.JobClient: Virtual memory (bytes) snapshot=4761595204

13/07/09 14:40:27 INFO mapred.JobClient: Feduce 1nput groups=207

13/07/09 14:40:27 INFO mapred.JobClient: Combine output records=288

13/07/09 14:40:27 INFO mapred.JobClient: Map output records=481

13/07/09 14:40:27 INFO mapred.JobClient: CPU time spent (ms)=2390 [+

Figure 18 - WordCount MapReduce job running

4. Now review the output of step 3:

hadoop fs -1ls output

hiadmingimtehil:...001 HadoopCore/HDFS

File Edit “iew Terminal Help

biadmin@mtebil:~/bootcamp/1nput/lab0l_HadoopCore/HDFS> hadoop fs -ls output
Found 3 items

-rw-r--r-- 1 biadmin supergroup 0 2013-07-09 14:40 /fuser/biadmin/eutput/_SUCCESS

drwxr-xr-x - bladmin supergroup 0 2013-07-09 14:40 fuser/biadmin/output/ logs

-rw-r--r-- 1 biadmin supergroup 9146 2013-07-09 14:40 /user/biadmin/output/part-r-00000

biadmin@mtebil:~/bootcamp/input/lab0l HadoopCore/HDFS= I

Figure 19 - MapReduce result files
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In this case, the output was not split into multiple files.

5. To view the contents of the part-r-0000 file issue the command below:

hadoop fs -cat output/*00

biadmin@imtehil:...01 HadoopCore/HDFS

File Edit “iew Terminal Helg
biadmin@imtebil: ~/bootcamp/inputs/labol_HadoopCore/HDFS> hadoop fs -cat output/+00 -
" 4

Mrsrsrrsrsrrsrsrrsssrsas 1

", 1524598, 1520445, 1553218, 15422032, 1571660, 1557793, 1567143, 1562846, 1581388, 1570812, 1515700, 1462185, 1394690, 13
41157, 1293244, 1269790, 1236698, 1224836, 1226113, 1255941, 12635895, 1270366, 1267922, 1254308 1

", 1562846, 1394690, 1224836, 1270366, 1267922, 1254308 E

"American 2

"Sources 3

"white, 2

i 2 2

"agencies 1

Ay 1
(CPDF) . 2
(Nonpostal)
(non-Postall
(number)
(number) , 1995
{number) , 2000
(number) , 2004
(rnumber) , 2005
(number) , 2008

HHEKFEHEKFREAN

» 10976, 12137, 13796, 29327, 30017, 32853 it
» 114993, 112962, 99937, 95798, 94655, 93717 1
» 132028, 79195, 55067, 48798, 45571, 43450 T
» 14800, 14740, 15105, 15026, 16354, 16435, 16416, 15286, 15716, 1S088, 14470, 13187, 11854, 10612, 10233, 9910, 96032, 9340, 95

56, 9568, 8868, 8528, 8357, 7877 T
, 15286, 11854, 9340, 8528, 8357, 7877 X
,15738, 11081, 8525, 7969, 7768, 6854 1
. 16157, 17848, 19519, 20247, 21761, 22778, 24355, 24960, 26089, 26852, 26826, 26747, 26580, 25896, 25696, 25752, 25786, 25601
. 26608, 27479, 27060, 27601, 27417, 26986 I
, 17602, 24448, 31494, 39328, 41453, 42336 X

» 18701, 21459, 22737, 24480, 26298, 27734, 29588, 21615, 32965, 33121, 33758, 34104, 34056, 34431, 34742, 35864, 36474, 36813 «~

Figure 20 - MapReduce output

@ Note: You can use the Biginsights Web Console to run applications such as WordCount. This same application (though with different
Input files) will be run again in the lab describing the BigInsights Web Console. More detail about the job will also be described then.

6 Working with Pig

In this tutorial, we are going to use Apache Pig to process the 1988 subset of the Google Books 1-gram records to produce a
histogram of the frequencies of words of each length. A subset of this database (0.5 million records) has been stored in the file
googlebooks-1988.csv under /home/biadmin/bootcamp/input/lab01_HadoopCore/PigHiveJagl directory.
Let us examine the format of the Google Books 1-gram records.
1. Execute the commands below to examine the format of the records:
cd /home/biadmin/bootcamp/input/lab0l HadoopCore/PigHiveJaql
head -5 googlebooks-1988.csv

Hadoop Core — HDFS, MapReduce, Pig, Hive, and Jaq|
© Copyright IBM Corp. 2012. All rights reserved Page 15 of 27

IBM Big Data Fundamentals Bootcamp Workbook page 17 of 238.



IBM Software
Information Management

biadming@imtebil: __opCore/PigHiveJaql

File Edit ‘iew Terminal Help
biadmin@imtebil:~/bootcamp/input/Llabol_HadoopCore/HDFS= cd /home/biadmin/bootcamp/input/lab@l_HadoopCore/Pig

HiveJagl/

biadmin@imtebil:~/bootcamp/input/lab0l_HadoopCore/PigHiveJaql=> head -5 googlebooks-1988.csv
# 1988 94000 ASTTR 9585

$0.000 1988 4 ) 2

$0.0006 1988 3 3 3

$0.0027 1988 1 1 1

$0.003 1988 4 4 2

biadmin@imtebil:~/bootcamp/input,/Llabol_HadoopCore/PigHivelagl=

Figure 21 — Googlebooks-1988.csv file
The columns these data represent are the word, the year, the number of occurrences of that word in the corpus, the
number of pages on which that word appeared, and the number of books in which that word appeared.
2. Copy the data file into HDFS.

hadoop fs -put googlebooks-1988.csv pighivejaql/googlebooks-1988.csv

Note that directory /user/biadmin/pighivejaql is created automatically for you when the above command is executed.
3. Start pig. If it has not been added to the PATH, you can add it, or switch to the $PIG_HOME/bin directory

cd $PIG HOME/bin

./pig

hiadmin@imtehit:...iginsights/pig/bin

File Edit View Terminal Help

biadmin@imtebil:~/bootcamp/input/1ab0l HadoopCore/PigHivelagl> cd $PIG HOME/bin
biadmin@imteb1l: /opt/1bm/biginsights/pig/bin= . /pig

grunts

Figure 22 — Pig command line

4. We are going to use a Pig UDF to compute the absolute value of each integer. The UDF is located inside the
piggybank.jar file (This jar file was created from the source, following the instructions in
https://cwiki.apache.org/confluence/display/PIG/PiggyBank, and copied to the piggybank directory). We use the
REGISTER command to load this jar file:

REGISTER /opt/ibm/biginsights/pig/contrib/piggybank/java/piggybank.jar;

The first step in processing the data is to LOAD it.

Hadoop Core — HDFS, MapReduce, Pig, Hive, and Jaq|
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5. Execute the step below to load data.

records = LOAD 'pighivejaql/googlebooks-1988.csv' AS (word:chararray,
year:int, wordcount:int, pagecount:int, bookcount:int) ;

This returns instantly. The processing is delayed until the data needs to be reported.
6. To produce a histogram, we want to group by the length of the word:

grouped = GROUP records by
org.apache.pig.piggybank.evaluation.string.LENGTH (word) ;

7. Sum the word counts for each word length using the SUM function with the FOREACH GENERATE command.
final = FOREACH grouped GENERATE group, SUM(records.wordcount) ;

8. Use the DUMP command to print the result to the console. This will cause all the previous steps to be executed.
DUMP final;

This should produce output like the following:
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biadmin@imtehil:.  iginsights/pig/bin

File Edit “iew Terminal Help

grunt=> grouped = GROUP records by org.apache.pig.piggybank.evaluation.string.LENGTH(word);
grunt= final = FOREACH grouped GENERATE group, SUM(records.wordcount]);

grunt= DUMP final;

1

(1,12225611)
(2,222545081)
(3,150216738)
(4,30200542)
(5,30413451)
(B, 24085568)
(7,28833808)
(8,19880788)
(9,169456072)
(10,10711870)
(11,7580500)
(12,3472760)
(13,18752885)
(14, 1275906)
(15,502004)
(18,181439)
(17,800732)
(18,22877)
(19,15419)
(20,13832)
(21,6765)
(22,2125)
{23,1179)
(24,1435)
(25,290)
(25,1320)
(27,118)
(28,28)
(29,81)
(20,125)

INFO [main] org.apache.hadoop.mapreduce.lib.1input.FilelnputFormat - Total input paths to process :

INFO [Thread-17] org.apache.hadoop.mapreduce.lib.input.FileInputFormat - Total input paths to process :

1

-

Figure 23 - Wordcount application output

9. Quit pig.

grunt> quit

7 Working with Hive

In this tutorial, we are going to use Hive to process the 1988 subset of the Google Books 1-gram records to produce a histogram
of the frequencies of words of each length. A subset of this database (0.5 million records) has been stored in the file

googlebooks-1988.csv under /home/biadmin/bootcamp/input/lab01_HadoopCore/PigHiveJaql directory.

1. Ensure the Apache Derby component is started. Apache Derby is the default database used as metastore in Hive. A

quick way to verify if it is started, is to try to start it using:
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start.sh derby

bBiadmingimtebil:.bm/biginsights/bin

File Edit “iew Terminal Help

biadmin@imtebil: fopt/ibm/biginsights/bin= ./start.sh derby

[1nFO)] DeployCmdline - [ IBM InfoSphere BigInsights QuickStart Edition ]
[INFO] Progress - Start derby

[INFO] @imtebil.imte.com - derby started, pid 5770

[INFO] Progress - 100%

[INFO] DeployManager - Start; SUCCEEDED components: [derbyl; Consumes : 6179ms
biadmin@imtebil: fopt/ibm/biginsights/bin=

Figure 24 - Start Apache Derby
2. Start hive interactively. Change the directory to the $HIVE_HOME/bin first, and execute from there using ./hive

cd $HIVE HOME/bin
./hive

biadmin@imtebil:...ginsightsfhive/bin

File Edit Wiew Terminal Help
biadmin@imtebil: /opt/ibm/biginsights/bin= cd $HIVE HOME/bin
biradmin@imtebil: /opt/ibm/biginsights/hive/bin= . /hive

Tue Jul 09 14:50:49 EDT 2013 : Connection obtained for host: imtebil.imte.com, port number 1528.
Legging initialized using cenfiguration in file:/opt/ibm/biginsights/hive/conf/hive-log4].properties

Hive history file=/var/ibm/biginsights/hive/query/biadmin/hive_job log biadmin 201307091450 614262047.txt
hive= ||

Figure 25 - Start Apache Hive
3. Create a table called wordlist.

CREATE TABLE wordlist (word STRING, year INT, wordcount INT, pagecount INT,
bookcount INT) ROW FORMAT DELIMITED FIELDS TERMINATED BY '\t';
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biadmin@imtebil:...ginsightsfhive/bin

File Edit “iew Terminal Help
biadmin@ mtebil: fopt/ibm/biginsights/bin> cd $HIVE_HOME/bin
biadmin@mtebil: jopt/ibm/biginsights/hivesbin= . /hive

Tue Jul 08 14:50:49 EOT 2013 : Connection obtained for host: imtebil.imte.com, port number 1528.

Logging initialized using configuration in file:/opt/ibm/biginsights/hive/conf/hive-logd].properties

Hive history file=/var/ibm/biginsights/hive/query/biadmin/hive_job_log_biadmin_201307091450_614262047. txt
hive= CREATE TABLE wordlist (word STRING, year INT, wordcount INT, pagecount INT, bookcount INT) ROW FORMAT
DELIMITED FIELDS TERMINATED BY '“\t';

oK

Time taken: 6.391 seconds

hive= ]

Figure 26 - Create wordlist table

Load the data from the googlebooks-1988.csv file into the wordlist table.

LOAD DATA LOCAL INPATH
' /home/biadmin/bootcamp/input/lab01l HadoopCore/PigHiveJaql/googlebooks-—
1988.csv' OVERWRITE INTO TABLE wordlist;

bladmin@imtebil:.  ginsights/hive/bin

File Edit “iew Terminal Help

hives LOAD DATA LOCAL INPATH ' /home/biadmin/bootcamp/input/labol_HadoopCore/PigHivelaql/googlebaocks- 1988, csv/~
! OVERWRITE INTO TABLE wordlist;

Copying data from file:/home/biadmin/bootcamp/input/labol_HadoopCore/PigHivedagl/googlebooks- 1988.csv

Copying file: file:/home/biadmn/beotcamp/input/lab0l_HadeopCore/PigHivelagl/googlebooks- 1988, csv

Loading dats to table default.wordlist

Deleted hdfs://imtebil.imte.com:9000/biginsights /hive/warehouse/wordlist

K

Time taken: 1.011 seconds

hive= ]

Figure 27 - Load data into wordcount table

5. Create a table named wordlengths to store the counts for each word length for our histogram.
CREATE TABLE wordlengths (wordlength INT, wordcount INT) ;
bradmin@imtebin:...ginsightsfhive/bin
File Edit View Terminal Help
hive= CREATE TABLE wordlengths (wordlength INT, wordcount INT);
oK
Time taken: 0.107 seconds
hive=
Figure 28 - Create wordlength table
6. Fill the wordlengths table with word length data from the wordlist table calculated with the length function.
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INSERT OVERWRITE TABLE wordlengths SELECT length (word), wordcount FROM
wordlist;

biadmin@imtebil:.. ginsights/hive/bin

File Edit View Terminal Help

hive= INSERT OVERWRITE TABLE wordlengths SELECT length(word), wordcount FROM wordlist; i
Total MapReduce jobs = 2

Launching Job 1 sut of 2

Mumber of reduce tasks 1s set to O since there's no reduce operator

Starting Job = job 201307091355 0003, Tracking URL = http://imtebil.imte.com:50030/ jobdetails. jsp7jobid=job_
201307091355 0003

Kill Command = fopt/ibm/biginsights/IHC/libexec/. . /bin/hadoop job -Cmapred.job.tracker=imtebil.1imte.com:900
1 -kill job_201307091355 0003

Hadoop job information for Stage-1: number of mappers: 1; number of reducers: ©

2013-07-09 14:55:07,460 Stage-1 map = 0%, reduce = 0%

2013-07-09 14:55:12,507 Stage-1 map = 100%, reduce = 0%, Cumulative CPU 2.04 sec

2013-07-09 14:55:14,781 Stage-1 map = 100%, reduce = 0%, Cumulative CPU 2.04 sec

2013-07-09 14:55:15,993 Stage-1 map = 100%, reduce = 100%, Cumulative CPU 2,04 sec

MapReduce Total cumulative CPU time: 2 seconds 40 msec

Ended Job = job 201307091355 0003

Ended Job = -420676167, job 1s filtered out (removed at runtime).

Moving data to: hdfs://imtebil.1mte.com:9000/tmp/hive-biadmin/hive 2013-07-09 14-54-58 095 21059989715052616
47/-ext-10000

Loading data to table default.wordlengths

Deleted hdfs;//imteb1l.1mte.com: 9000/biginsights/hive/warehouse/wordlengths

Table default.wordlengths stats: [num partitions: 0, num files: 1, num rows: 0, total size: 2100628, raw_dat
a_size; 0]

454574 Rows loaded to wordlengths

MapReduce Jobs Launched:

Job 0: Map: 1 Cumulative CPU: 2.04 sec  HDFS Read: 9466046 HOFS Write: 2100626 SUCCESS

Total MapReduce CPU Time Spent: 2 seconds 40 msec

0K

Time taken: 18.594 seconds :
hives || H

Figure 29 - Fill wordlengths table

7. Produce the histogram by summing the word counts grouped by word length.

SELECT wordlength, sum(wordcount) FROM wordlengths group by wordlength;
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biadmin@imtebil: ginsights/hive/bin

File Edit ‘iew Terminal Help

hive= SELECT wordlength, sum(wordcount) FROM wordlengths group by wordlength; e
Total MapReduce jobs = 1
Launching Job 1 out of 1
Number of reduce tasks not specified. Estimated from input data size: 1
In order to change the average load for a reducer (in bytes):
set hive.exec.reducers.bytes.per.reducer=<number=
In order to limit the maximum number of reducers:
set hive.exec.reducers.max=<number=
In order to set a constant number of reducers:
set mapred.reduce. tasks=<number=
Starting Job = job_201307091355 0004, Tracking URL = http://imtebil.imte.com:50030/jobdetails. jsp?jobid=job_
201307091355_0004
Kill Command = /opt/ibm/biginsights/IHC/libexec/. . /bin/hadoop job -Dmapred.job.tracker=imtebil.imte.com:<00
1 -kill job_ 201307091355 0004
Hadoop job information for Stage-1: number of mappers: 1; number of reducers: 1
2012-07-09 14:56:40,722 Stage-1 map %, reduce = 0%

2013-07-09 14:56:43,756 Stage-1 map = 100%, reduce = €%, Cumulative CPU 0.99 sec
2013-07-09 14:56:44,761 Stage-1 map = 100%, reduce = 0%, Cumulative CPU 0.99 sec
2013-07-09 14:56:45,769 Stage-1 map = 100%, reduce = 0%, Cumulative CPU 0.99 sec
2013-07-09 14:56:47,140 Stage-1 map = 100%, reduce = 0%, Cumulative CPU 0.99 sec
2013-07-09 14:56:48,778 Stage-1 map = 100%, reduce = (%, Cumulative CPU 0.99 sec
2013-07-09 14:56:49,799 Stage-1 map = 100%, reduce = 0%, Cumulative CPU 0.99 sec
2013-07-09 14:56:50,818 Stage-1 map = 100%, reduce = 0%, Cumulative CPU 0.99 sec
2013-07-09 14:56:51,834 Stage-1 map = 100%, reduce = 0%, Cumulative CPU 0.99 sec
2013-07-09 14:56:52,841 Stage-1 map = 100%, reduce = %, Cumulative CPU ©.99 sec
2013-07-09 14:56:53,854 Stage-1 map = 100%, reduce = 100%, Cumulative CPU 2.62 sec EI
2013-07-09 14:56:54,862 Stage-1 map = 100%, reduce = 100%, Cumulative CPU 2.62 sec
2013-07-08 14:56:55,872 Stage-1 map = 100%, reduce = 100%, Cumulative CPU 2.62 sec

MapReduce Total cumulative CPU time: 2 seconds 620 msec
Ended Job = job_ 201307091355 0004 [

Figure 30 - Executing MapReduce job
8. Quit hive.

hiadmin@imtebilk...ginsightsfhive/hin

File Edit View Terminal Help

Time taken: 22.421 seconds

hive= quit;
biadmin@mtebil:/opt/ibm/biginsights/hive/bin=

Figure 31 - Quit Apache Hive

8 Working with Jaql

In this tutorial, we are going to use Jagl to process the 1988 subset of the Google Books 1-gram records to produce a histogram
of the frequencies of words of each length. A subset of this database (0.5 million records) has been stored in the file
googlebooks-1988.csv under /home/biadmin/bootcamp/input/lab01_HadoopCore/PigHiveJaql directory.

1. Let us examine the format of the Google Books 1-gram records:
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cd /home/biadmin/bootcamp/input/lab0l_ HadoopCore/PigHiveJaql

head -5 googlebooks-1988.del

biadming@imtebil:..opCore/PigHivelagl

File Edit “iew Terminal Help
biadmin@imtebil:~/bootcamp/input,/Labol_HadoopCore/PigHivelagls cd shome/biadmin/bootcamp/input/labol_HadoopC ~
ore/PigHivelagl
biadmin@imtebil:~/bootcamp/input/Lab0ol HadoopCore/PigHivelagl= head -5 googlebooks- 1988.del
#,1988, 94000, 45770, 9585
$0.000,1588,4,4,2
$0.0008, 1988,3,3,3
$0.0027,1988,1,1,1
$0.003,1988,4,4,2
biadmin@mtebil:~/bootcamp/input/labol_HadoopCore/PigHivelagl= I

Figure 32 - googlebooks-1998.csv file format

The columns these data represent are the word, the year, the number of occurrences of that word in the corpus, the
number of pages on which that word appeared, and the number of books in which that word appeared.

2. Copy the googlebooks-1988.del file to HDFS.

hadoop fs -put googlebooks-1988.del googlebooks-1988.del

bradmin@imtebil:...opCore/PigHiveJagl

File Edit View Terminal Help

biadmin@imtebil:~/bootcamp/input/1ab0l_HadoopCore/PigHivelagl> hadoop fs -put googlebooks-1988.del googlebool~|
ks-1988.dsl

biadmin@imtebil:~/bootcamp/input/Labol_HadoopCore/PigHivedagl> |

Figure 33 - Copy googlebooks-1988.csv file to HDFS

3. Change directory to $JAQL_HOMEN\bin, and then execute . /jaglshell to start the JaglShell.

cd $JAQL HOME/bin
./jaglshell
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bradmin@imtebil:.ginsights/jaql/bin

File Edit View Terminal Help
biadmin@imteb1l:~/bootcamp/input/lab0l_HadoopCore/PigHivelagl= cd $JAQL_HOME/bin
biadmn@mtebil:/opt/ibm/biginsights/jaql/bin= ./jaglshell

Intializing Jagl - =< version: 0.5.2; build time: May 31, 2013, 11:27:39; built for hadoop: 1.1 =

jaql> ||

Figure 34 - Start Jaqglsell

4. Read the comma delimited file from HDFS. Note that this operation might take a few minutes to complete.

$wordlist = read(del ("googlebooks-1988.del", { schema: schema { word:
string, year: long, wordcount: long, pagecount: long, bookcount: long } }));

biadmin@imtebil: “ginsights/jaql/bin

File Edit “iew Terminal Help
jaql> $wordlist = read(del("googlebooks-1988.del", { schema: schema { word: string, year: long, wordcount: long, page[~
count: long, bookcount: long } }));

Figure 35 - Read googlebooks-1988.del from HDFS

5. Transform each word into its length by applying the strLen function.

Swordlengths = $wordlist -> transform { wordlength: strLen ($.word),
wordcount: $.wordcount };

hiadmin@imtebil:. . ginsights/jagqlibin

File Edit View Terminal Help
jagl> gwordlengths = gwordlist -= transform { wordlength: strien($.word), wordcount: $.wordcount };

Jagl>

Figure 36 - Applying strLen() function

6. Produce the histogram by summing the word counts grouped by word length.

$wordlengths -> group by $word = {$.wordlength} into { $word.wordlength,
counts: sum($[*].wordcount) };

This should produce output like the following:
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biadmin@imtebi: - ginsights/jaql/bin

File Edit “iew Terminal Help
jaql> $wordlengths -= group by $word = {$.wordlength} into { $word.wordlength, counts: s[~
um(E[*] .wordcount) };
L
1
"wordlength": 1,
"counts": 12225611

"wordlength": =2,
"counts": 222545981

"wordlength": 3,
"counts": 150316736

"wordlength": 4,
"counts'": 30290542

}l

{ m
"wordlength": 5,
"counts": 30413451

}.
{
"wordlength": &,
"counts": 245985568
¥
i
"wordlength": 7, ~]
Figure 37 - Wordcount output
7. Quit Jaql.
quit;

bradmin@imtebil:. . ginsightsfjaglibin

File Edit “iew Terminal Help
jagql= quit;

Shutting down jagl.
biadmin@imtebil: fopt/ibm/biginsights/jagl/bin= I

Figure 38 - Quit Jagl shell
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9 Summary

You have just completed Lab 1 which focused on the basics of the Hadoop platform, including HDFS, MapReduce, Pig, Hive,
and Jagl. You should now know how to perform the following basic tasks on the platform:

Start/Stop the Hadoop components

Interact with the data in the Hadoop Distributed File System (HDFS)
Navigate within HDFS

Run MapReduce programs

Use Pig, Hive, and Jagl languages to interact with Hadoop
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