
Computational Complexity
16 Jan 2014



Today

• Turing machines

• Languages 

• Universal Turing Machine

• Polynomial time algorithms and class P



Intuition behind what computation is

• Example: multiplying numbers:



Turing Machines





Turing Machines



Variants of Turing Machines

• 𝐾 tape Turing Machine
• 1 input tape

• 1 output tape

• 𝐾 − 2 work tape

• 1 tape Turing Machine:
• A single tape for input, work, and output

• Amazingly, all the above are “equivalent” (can simulate each other)





Languages

• Simplest form of computational “tasks” / “problems”:
Given an input 𝑥 ∈ 0,1 𝑛 decide if x is “acceptable” or not

• Example: Given a graph: is it connected?
• Example: Given a number: is it prime?
• Example: Does a given TM 𝑀 halt over input 𝑥 in time 𝑡 ?



Turing Machines as Their Own Input!

• A Turing Machine 𝑀 = (𝑄, Γ, 𝛿) can be described in bits.

• Let 𝑓 ∶ 0,1 ∗ → 0,1 ∗ be defined as a (partial) function that takes (𝑀, 𝑥) and outputs 𝑀(𝑥)

• Important Theorem: There is a Turing Machine 𝑈 that computes 𝑓(⋅)

• More Important Theorem:
𝑈’s running time is not “much more” than 𝑀(𝑥)



Efficient Universal Turing Machine



• Recall : Is there a TM that finds out: Does a given TM 𝑀 halt over input 𝑥 in time 𝑡 ?

• Answer to question above: YES



What can be solved in time 𝑇(⋅) ?



Examples of Languages in P

• Given an input 𝑥 ∈ 0,1 𝑛 decide if x is “acceptable” or not
• Example: Given a graph: is it connected?

• Example: Given a number: is it prime?

• Example: Does a given TM 𝑀 halt over input 𝑥 in time 𝑡 ?



A closer model to out own computers?

• Can be shown that RAM and TM are equivalent up to a polynomial 
time slow-down.



Next Time

• Nondeterministic Computation

• Class NP

• Reduction

• NP Completeness


