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Last Time

• 𝐜𝐨𝐍𝐏 consists of all 𝐿 such that 𝐿 ∈ 𝐍𝐏

• 𝐜𝐨𝐏 = 𝐏

• Common belief in picture:



Defining 𝐍𝐏 , 𝐜𝐨𝐍𝐏 using quantifiers



Defining 𝐍𝐏 using 
Non-Deterministic Turing Machine (NDTM)



Equivalence of Definitions



Today

• Time Hierarchy Theorem: “more time more power”

• Diagonalization

• Limits of Diagonalization



Time Hierarchy Theorem

• Informal: in any “reasonable” model of computation (Turing Machine, 
RAM, etc.) having more “time” implies more “computational power”.

• Formal: Let 𝐃𝐭𝐢𝐦𝐞(𝑇(⋅)) be the set of languages that are decidable 
in time 𝑇(𝑛) by a Turing machine. Then for all natural 𝑘:

𝐃𝐭𝐢𝐦𝐞 𝑛𝑘+1 ≠ 𝐃𝐭𝐢𝐦𝐞 𝑛𝑘



Recalling the proof of Halting Theorem

• Definition of Halting Language: 
HL = {𝑀 ∣ 𝑀 as Turing Machine halts over 𝑀(𝑎𝑠 𝑖𝑛𝑝𝑢𝑡)}

• Halting Theorem: HL is not decidable



Proving 𝐃𝐭𝐢𝐦𝐞 𝑛𝑘+1 ≠ 𝐃𝐭𝐢𝐦𝐞 𝑛𝑘

• Recall Universal TM: 
UTM gets (𝑀, 𝑥) as input, simulates 𝑇 steps of 𝑀(𝑥) in time 𝑇 log 𝑇



Why is it called “Diagonalization” ?


