DESIGN AND ANALYSIS OF ALGORITHMS

UNIT 3
2 MARKS QUESTIONS

1. What is meant by dynamic programming?
A:

Dynamic Programming is an algorithm design technique that can be used when the solution to a problem can be viewed as the result of a sequence of decisions. For example, KNAPSACK: The solution to the knapsack problem can be viewed as the result of a sequence of decisions. We have to decide the values of xi, 1≤i≤n. First, a decision is made on x1, then on x2, then on x3 and so on. An optimal sequence of decisions maximizes the objective function ∑pi xi. An optimal sequence of decisions is obtained by the principle of optimality.
2. Define the principle of optimality
A: 

Dynamic Programming works on the principle of optimality. The principle of optimality states that an optimal sequence of decisions has the property that whatever the initial state and decision are, the remaining decisions must constitute an optimal sequence of decisions with regard to the state resulting from the first decision.

3. Compare and contrast between Greedy algorithm and Dynamic programming
A: 

 
	GREEDY METHOD
	DYNAMIC PROGRAMMING

	Greedy method is used for obtaining optimum solution
	Dynamic programming is also used for obtaining optimum solution

	An optimum solution is picked from a set of feasible solutions
	There is no special set of feasible solutions in this method

	The optimum selection is without revising previously generated solutions.
	Considers all possible sequences in order to obtain the optimum solution

	Only one decision sequence is ever generated
	Many decision sequences may be generated

	There is no as such guarantee of getting optimum solution
	It is guaranteed that the dynamic programming will generate optimum solution using principle of optimality


4. Give the applications/examples of dynamic programming
A: 

i   Multistage graphs


ii Shortest path problems


iii Longest common sub-sequence problem


iv Knapsack Problem.
5. Compare and contrast between Divide and Conquer and Dynamic programming

A: 

 

	DIVIDE AND CONQUER
	DYNAMIC PROGRAMMING

	The problem is divided into small sub-problems. These are solved independently. Finally all the solutions of the sub-problems are combined to get the whole solution to the given problem
	Many decision sequences are generated and all the overlapping sub-instances are considered.

	Less efficient because of rework on solution
	More efficient than divide and conquer strategy.

	Uses top down approach of problem solving( recursive method)
	Uses bottom up approach of problem solving( iterative method)

	Divide and Conquer splits its input at specific deterministic points
	It splits its input at ever possible split points rather than at a particular point. After trying all split points, it determines which split point is optimal

	Has logarithmic time complexity
	Has polynomial time complexity


6. Define multistage graphs
 A: 
A multistage graph G = (V, E) is a directed graph in which the vertices are 
partitioned into k>= 2 disjoint sets Vi, 1 ≤ i ≤ k. The objective is to find a minimum 

cost path from source (s) to sink (t). Each set Vi defines a stage in graph. That is,  

every path from s to t starts in stage1, goes to stage2, then to stage3 and so on until 

terminating in stage k. Hence we obtain minimum path length for each vertex at each stage.eg: draw a multistage graph

7. What is meant by all pairs shortest path problem?
A: 

The all pairs shortest path problem is to determine a matrix A such that A(i, j) is the length of a shortest path from i to j. It is computed by solving ‘n’ single source problems as follows:
· Often a path originates from vertex i and goes through some intermediate vertices and terminates at vertex j.

· If k is an intermediate vertex on this shortest path, then the sub-paths from i to k and k to j must be shortest paths from i to k and k to j, respectively

· Otherwise i to j path is not of minimum length

       Therefore the principle of optimality holds.

8. Give any two properties of dynamic programming approach
A: 

1) Optimal substructure: The dynamic programming technique makes use of principle of optimality to find the optimal solution from sub-problems.


2) Overlapping sub-problems: The dynamic programming is a technique in which the problem is divided into sub-problems. The solutions of sub-problems are shared to get the final solution to the problem. It avoids repetition of work and we can get the solution more efficiently.
9. What does dynamic programming have in common with divide and conquer? What is the principle difference between the two?
A: 

Both divide and conquer and dynamic programming solves the problem by breaking it into number of sub-problems. In both these methods the solutions from sub-problems are collected to get the final solution to the problem. But in divide and conquer the sub-problems are solved independently whereas in dynamic programming the sub-problems share the solutions among themselves. The dynamic programming works on principle of optimality.

10. Give the commonly used designing steps for dynamic programming algorithm.
A: 

Dynamic programming design involves 4 major steps

· Characterize the structure of optimal solution. 
· Recursively define the value of an optimal solution.

· By using bottom up technique compute the value of optimal solution.

· Compute an optimal solution from computed information.

11. Define OBST
      A:  
A binary search tree is organized so as to minimize the number of nodes visited in all searches, given that it is known how often each word occurs. To increase the search efficiency more frequently used words are arranged nearer to the root and less frequently used words away from the root, with the help of probability value of each word. This type of arrangement is called optimal binary search tree. 
12. Define 0/1 Knapsack problem.

A:  
Given n items, each with profit value v and weight wi and a knapsack that can hold at most weight W, the objective is to find the most valuable subset of n items of given weights and values that fit into a knapsack of a given capacity. The problem is called a “0-1” problem because each item must be entirely accepted or rejected.

13. Give the components of dynamic programming.

A:    A dynamic programming solution has three components:

         i.  Formulate the answer as a recurrence relation or recursive algorithm.

   ii. Show that the number of different instances of the recurrence is bounded by a polynomial.
               iii.Specify an order of evaluation for the recurrence so that the solution is obtained the way we desire.
14. Define Traveling Salesperson Problem

A:   Traveling Salesperson Problem is similar to finding a shortest path problem. If there are n cities and cost of traveling from any city to any other city is given, then we have to obtain the cheapest round trip such that each city is visited exactly once and then returning to the starting city, completes the tour. Typically Traveling Salesperson Problem is represented by weighted graph.eg: draw a TSP graph.
