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nature of autocorrelation

correlation between members of series of observations ordered
in time or space
the CLRM assumes that

E (uiuj) = 0 for i 6= j
the disturbance term relating to any observation is not
influenced by the disturbance term relating to any other
observation

example
there is no reason to believe that the disruption due to a
labour strike affecting output in one quarter will be carried
over to the next quarter
the effect of an increase of one family’s income on its
consumption expenditure is not expected to affect the
consumption expenditure of another family
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nature of autocorrelation

if there is autocorrelation E (uiuj) 6= 0 for i 6= j
example

the disruption caused by a strike this quarter may very well
affect output next quarter
the increases in the consumption expenditure of one family
may very well prompt another family to increase its
consumption expenditure
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nature of autocorrelation

a discernible pattern among the u’s
a cyclical pattern
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nature of autocorrelation

a discernible pattern among the u’s
an upward linear trend in the disturbances
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nature of autocorrelation

a discernible pattern among the u’s
a downward linear trend in the disturbances
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nature of autocorrelation

a discernible pattern among the u’s
a linear and quadratic trend terms are present in the
disturbances
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nature of autocorrelation

a discernible pattern among the u’s
no systematic pattern, supporting the non-autocorrelation
assumption of the CLRM
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sources of autocorrelation

1 inertia - business cycles
2 specification bias

excluded variables
incorrect functional form

3 Cobweb phenomenon
4 lags
5 manipulation of Data
6 data transformation
7 nonstationarity
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consequences of autocorrelation

Yt = β1 + β2Xt + ut

E (ut , ut+s) 6= 0, for s 6= 0, is too general assumption
for any practical use, we must assume the mechanism that
generates ut
assume that the disturbance terms are generated by the
following mechanism

ut = ρut−1 + εt

where ρ is known by the coefficient of autocovariance
−1 < ρ < 1
εt is the stochastic disturbance satisfies the standard OLS
assumptions
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consequences of autocorrelation

ut = ρut−1 + εt

an error term with the preceding properties is called a white
noise error term
the value of the disturbance term in period t is equal to ρ
times its value in the previous period plus a purely random
error term
this scheme is known as Markov first-order autoregressive,
usually denoted as AR(1)
it is first order because ut and its immediate past value are
involved; the maximum lag is 1
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consequences of autocorrelation

if the model was

ut = ρ1ut−1 + ρ2ut−2 + εt

this is a second-order autoregressive scheme, and so on

ut = ρut−1 + εt

ρ, the coefficient of autocovariance, can also be interpreted as
the first-order coefficient of autocorrelation, or more
accurately, the coefficient of autocorrelation at lag 1
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consequences of autocorrelation

Yt = β1 + β2Xt + ut

ut = ρut−1 + εt

it can be shown that

the usual OLS formulas to compute the variances and standard
errors of β’s could give seriously misleading results
β̂ is still linear and unbiased but not BLUE

β̂ does not have minimum variance
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detection of autocorrelation

two ways in general
informal (graphically)
formal (Durbin-Watson)

examine the OLS residuals ûi
since they are the ones we observe, and not the disturbances ui
one hopes that they are good estimates of ui
a hope that may be fulfilled if the sample size is fairly large
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informal method

there are various ways of examining the residuals
plot ût against time; or
plot ût against ût−1

if the residual are non-random, you will obtain pictures similar
to what we have shown before
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formal method

Durbin-Watson test

d =

∑t=n
t=2(ût − ût−1)

2∑t=n
t=1 û2

t

assumptions underlying the d statistic
regression includes the intercept term
explanatory variables are nonstochastic; fixed in repeated
sampling
ut are generated by AR(1) scheme; cannot be used to detect
higher-order autoregressive scheme
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formal method

Durbin-Watson test

d =

∑t=n
t=2(ût − ût−1)

2∑t=n
t=1 û2

t

assumptions underlying the d statistic
ut is normally distributed
regression does not include lagged values of the dependent
variable as one of the explanatory variables
no missing observations in the data
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formal method

Durbin-Watson test

d =

∑t=n
t=2(ût − ût−1)

2∑t=n
t=1 û2

t

d ≈ 2(1− ρ̂); where ρ̂ =
∑

ût ût−1∑
û2
t

since that −1 < ρ < 1, then 2 ≤ d ≤ 4
these are the bounds of d ; any estimated d value must lie
within these limits

hypotheses
H0 : no positive autocorrelation
H∗

0 : no negative autocorrelation
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formal method

how to make a decision?
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formal method

Durbin-Watson
1 run OLS regression and obtain residuals
2 compute d , Stata gives d
3 for the given sample size and given number of explanatory

variables, find out the critical dL and dU values
4 follow the decision role shown before

example

suppose we calculated d = 0.1229 for a given regression model
with n = 40 and one explanatory variable
from the Durbin-Watson tables, dL = 1.44 and dU = 1.54 at
α = 5%
d lies below dL, we can not reject the null hypothesis that
there is positive serial correlations in the residuals
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data

data come from (Klein, 1950)

use http://www.stata-press.com/data/r13/klein
des

Hany Abdel-Latif & Anita Staneva ESES0101 Lecture 5 .. Autocorrelation



Autocorrelation
What Next?
References
References

meaning
sources
consequences
detection
example

model

tab yr

we have 22 observations from 1920 to 1941
suppose we want to fit an OLS model of consumption on the
government wage bill

consumpt = β1 + β2wagegovtt + ut

tsset yr
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estimation

reg consump wagegovt
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examine residuals: informal

predict e, residual
scatter e yr
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examine residuals: informal

scatter e l.e
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examine residuals: Durbin-Watson

estat dwatson

find critical values for n = 22 and one explanatory variable at
α = 5%
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examine residuals: Durbin-Watson

dL = 1.239 and dU = 1.429

d = 0.32 is far from the center of its distribution d = 2
reject the null of no first-order autocorrelation
evidence of positive autocorrelation
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remedies

if we assume that wagegovt is strictly exogenous, we could
refit the model using arima, and model the error term explicitly
if not willing to assume that wagegovt is strictly exogenous,
use Durbin’s alternative test or the Breusch–Godfrey to test
for first order autocorrelation
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remedies

estat durbinalt, small

estat bgodfrey, small
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remedies

both tests strongly reject the null of no first-order
autocorrelation
we can refit the model with two lags of consump included as
regressors and then run the test again
not that because the revised model includes lagged values of
the dependent variable, Durbin-Watson test is not applicable
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remedies

regress consump wagegovt L.consump L2.consump
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remedies

estat durbinalt, small lags(1/2)

estat bgodfrey, small lags(1/2)
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remedies

wagegov and the constant term are no longer statistically
different from zero at the 5% level
including the two lags of consump has removed any serial
correlation from the errors
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you should know

assignment 2
due on November 22 (20:00 Cairo time)
must attach the cover sheet
to be emailed to eses@egyptscholars.org

next lecture
Saturday November 15 (20:00 Cairo time)
regression in practice

multicolinearity
specification bias

Hany Abdel-Latif & Anita Staneva ESES0101 Lecture 5 .. Autocorrelation

eses@egyptscholars.org


Autocorrelation
What Next?
References
References

Hany Abdel-Latif & Anita Staneva ESES0101 Lecture 5 .. Autocorrelation



Autocorrelation
What Next?
References
References

References

Klein, L. R. (1950), ‘Economic fluctuations in the united states,
1921-1941’.

Hany Abdel-Latif & Anita Staneva ESES0101 Lecture 5 .. Autocorrelation


	Autocorrelation
	meaning
	sources
	consequences
	detection
	example

	What Next?

