
Z =
x̄diff � µdiff

sdiffp
n

=
�0.545� 0

8.887p
200

=
�0.545

0.628
= �0.87

p� value = 2⇥ P (z < �0.87)

= 2⇥ 0.1922 = 0.3844

(f) Since the p-value > 0.05, fail to reject H0. The data do not provide convincing evidence of a
di↵erence between the average reading and writing scores.

(g) We may have made a Type 2 error, i.e. we may have incorrectly failed to reject H0. In this
context a Type 2 error means deciding that the data do not provide convincing evidence of a
di↵erence between the average reading and writing scores of students when in reality there is a
di↵erence.

(h) Since we failed to reject H0, which claimed the average di↵erence is equal to 0, we would expect
a confidence interval to include this value.

5.4

(a) A 95% confidence interval can be calculated as follows:

x̄diff ± z?
sdiffp

n
= �0.545± 1.96⇥ 8.887p

200

= �0.545± 1.96⇥ 0.6284

= �0.545± 1.231

= (�1.78, 0.69)

(b) We are 95% confident that on the reading test students score, on average, 1.78 points lower to
0.69 points higher than they do on the writing test.

(c) No, since 0 is included in the interval.

5.6

(a) Paired, on the same day the stock prices may be dependent on external factors that a↵ect the
price of both stocks.

(b) Paired, the prices are for the same items.

(c) Not paired, these are two independent random samples, individual students are not matched.
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5.14 The 95% confidence interval can be calculated as follows:

(x̄f � x̄m)± z?

s
s2f
nf

+
s2m
nm

= (31� 16)± 1.96⇥
r

312

487
+

212

312

= 15± 1.96⇥ 1.84

= 15± 3.6

= (11.4, 18.6)

We are 95% confident that Chinese females spend on average 11.4 to 18.6 hours per week more than

males taking care of their children under age 6. Since this interval doesn’t contain 0, it indicates a

significant di↵erence between the average number of hours Chinese males and females spend taking

care of their children under age 6.

5.6.3 One-sample means with the t distribution

5.16 The sample mean is the midpoint of the confidence interval: x̄ = 65+77
2 = 71

The margin of error is half the width of the confidence interval: ME = 77�65
2 = 6

Using df = 25 � 1 = 24 and the confidence level of 90% we can find the critical value from the
t-table: t?24 = 1.71. Lastly, using the margin of error and the critical value we can solve for s:

ME = t?24
sp
n

! 6 = 1.71
sp
25

= 0.342s ! s = 17.54

5.18

(a) HA : µ > µ0 n = 11 T = 1.91 df = 11� 1 = 10 0.025 < p� value < 0.05 Reject H0

(b) HA : µ < µ0 n = 17 T = �3.45 df = 17� 1 = 16 p� value < 0.005 Reject H0

(c) HA : µ 6= µ0 n = 7 T = 0.83 df = 7� 1 = 6 p� value > 0.20 Fail to reject H0

(d) HA : µ > µ0 n = 28 T = 2.13 df = 28� 1 = 27 0.01 < p� value < 0.025 Reject H0

0 1.91

(a)

−2.45 0

(b)

−0.83 0.83

(c)

0 2.13

(d)

5.20

(a) This may not be reasonable since the sample may not be random. The drivers who volunteer
to submit their gas mileage on fueleconomy.gov might be those that are getting much lower or
much higher than the gas mileage estimated by the EPA.
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(b) The hypotheses are: H0 : µ = 50, HA : µ 6= 50.
Before calculating the test statistic, we should evaluate the conditions for the test:

1. Independence: Independence: Our sample is a convenience sample, which is a red flag
regarding the independence of observations (even when limiting our population to be those
who participate on the fueleconomy.gov website). When reporting these results to others,
we should volunteer this information and note that our results rely on the assumption that
the observations are independent.

2. Sample size: The sample size is less than 30, therefore we will use the t distribution.

3. Skew: The distribution is approximately symmetric and there is no evidence that it is not
nearly normal, though checking this conditions is di�cult for such a small sample.

The test statistic and the p-value can be calculated as follows:

Tdf =
x̄� µ

sp
n

=
53.3� 50

5.2p
14

=
3.3

1.39
= 2.37

df = n� 1 = 14� 1 = 13

0.01 < p� value < 0.02

Since p-value < 0.05, reject H0. The data provide strong evidence against the EPA claim of 50
MPG.

(c) Given that T ? = 2.16, a 95% confidence interval can be calculated as follows:

x̄± t?df
sp
n
= 53.3± 2.16

5.2p
14

= 53.3± 2.16⇥ 1.39

= 53.3± 3

= (50.3, 56.3)

We are 95% confident that a 2012 Prius gets on average 50.3 to 56.3 MPG.

5.22 With a larger critical value, the confidence interval ends up being wider. This makes intu-

itive sense as when we have a small sample size and the population standard deviation is unknown,

we should have a wider interval than if we knew the population standard deviation, or if we had a

large enough sample size.

5.6.4 The t distribution for the di↵erence of two means

5.24 These data come from a population (all oscar winners) not a random sample, so there is no

need for hypothesis testing in this situation. We can see that the average age for the population of
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best actress winners is lower than the average age for the best actor winners.

5.26 The hypotheses are: H0 : µ0.99 = µ1 and HA : µ0.99 6= µ1. The conditions that need to be
satisfied for the sampling distribution of (x̄0.99 � x̄1) to be nearly normal and the estimate of the
standard error to be su�ciently accurate are:

1. Independence: Both samples are random and represent less than 10% of their respective popu-
lations. Also, we have no reason to think that the 0.99 carats are not independent of the 1 carat
diamonds since they are both sampled randomly.

2. Sample size: Sample size is less than 30, therefore we use a t-test.

3. Skew: The distributions are not extremely skewed.

The test statistic and the p-value are calculated as follows:

T =
(x̄0.99 � x̄1)� (µ0.99 � µ1)q

s20.99
n0.99

+ s21
n1

=
(44.51� 56.81)� 0q

13.322

23 + 16.132

23

=
�12.3

4.36
= �2.82

df = 23� 1 = 22

p� value = 0.01 −12.3 0 12.3

Since p-value < 0.05, reject H0. The data provide convincing evidence that the average standard-

ized price of 0.99 carats and 1 carat diamonds are di↵erent.

5.28 The 95% confidence interval can be calculated as follows:

t?df = t?23�1=22 = 2.07

(x̄0.99 � x̄1)± t?df

s
s20.99
n0.99

+
s21
n1

= (56.81� 44.51)± 2.07

s
s20.99
n0.99

+
s21
n1

= (44.51� 56.81)± 2.07

r
13.322

23
+

16.132

23
= �12.3± 2.07⇥ 4.36

= �12.3± 9.03

= (�21.33,�3.27)

We are 95% confident that the average standardized price of a 0.99 carat diamond is $3.27 to $21.33
lower than the average standardized price of a 1 carat diamond.

5.30 The hypotheses are H0 : µA,c � µM,c and H0 : µA,c 6= µM,c.
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We are told to assume that conditions for inference are satisfied, and since sample sizes are small,
we use a t-test.

tdf =
(x̄A,c � x̄M,c)� (µA,c � µM,c)r

s2A,c

nA,c
+

s2M,c

nM,c

=
(16.12� 19.85)� 0q

3.582

26 + 4.512

26

=
�3.73

1.13
= �3.3

df = min(nM,c � 1, nA,c � 1)

= min(26� 1, 26� 1) = 25

p� value = P (|t25| > 3.3) < 0.01
−3.73 0 3.73

Since p-value < 0.05, reject H0. The data provide strong evidence that there is a di↵erence in the

average city mileage between cars with automatic and manual transmissions.

5.32
df = min(n1 � 1, n2 � 1) = min(26� 1, 26� 1) = 25 ! t?25 = 2.49

(x̄A,hwy � x̄M,hwy)± t?df

s
s2A,hwy

nA,hwy
+

s2M,hwy

nM,hwy
= (22.92� 27.88)± 2.49 ⇤

r
5.292

26
+

5.012

26

= �4.96± 2.49⇥ 1.43

= �4.96± 3.56

= (�8.52,�1.4)

We are 98% confident that on the highway cars with automatic transmissions get on average 1.4 to

8.52 MPG more than cars with manual transmissions.

5.34 The hypotheses are H0 : µT = µC and HA : µT 6= µC .

We are told to assume that conditions for inference are satisfied, population standard deviation is
unknown and sample sizes are small, hence we calculate a T score.

T =
(x̄T � x̄C)� (µT � µC)q

s2T
nT

+
s2C
nC

=
(4.9� 6.1)� 0q

1.82

22 + 1.82

22

=
�1.2

0.543
= �2.21

df = min(n1 � 1, n2 � 1) = min(22� 1, 22� 1) = 21

p� value = P (|t21| > 2.21)

0.02 < p� value < 0.05
−1.2 0 1.2
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Since p-value < 0.05, we reject H0. The data provide convincing evidence that the average number

of food items recalled by the patients in the treatment and control groups are di↵erent.

5.36

(a) False, in order to be able to use a Z test both sample sizes need to be above 30.

(b) True.

(c) False, we use the pooled standard deviation when the variability in groups is constant.

5.6.5 Comparing many means with ANOVA

5.38 The conditions that need to be satisfied for ANOVA are:

1. Independence: We are not told if the students are randomly assigned to discussion sections, so
we cannot be sure of independence of observations. That is, these data will not allow us to
attribute any di↵erences in scores to the teaching assistants since these data are observational.
Students with di↵erent academic strengths may have tended to enroll in di↵erent sections.

2. Approximately normal: We are not given plots of the distributions of grades by discussion
section, therefore we cannot check this condition.

3. Constant variance: Based on the standard deviations given in the summary table, the constant
variance assumption appears to be reasonable

In order to proceed with the test we will need to assume independence and approximately normal
distributions within groups.

The hypotheses are as follows:
H0: µ1 = µ2 = · · · = µ8

HA: The average score varies across some (or all) groups.

F7,198 = 1.87 and the p-value is 0.0767. With a p-value > 0.05, we fail to reject H0. The data do

not provide convincing evidence that the average score varies across some (or all) groups.

5.40

(a) H0: The mean number of hours worked per week is equal for all groups.

µLess than HS = µHS = µJr Coll = µBachelor’s = µ�Graduate

HA: At least one pair of means are di↵erent.

(b) The conditions that need to be satisfied for ANOVA are:
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Chapter 6

Inference for categorical data

6.7 Exercises

6.7.1 Inference for a single population proportion

6.2

(a) TRUE. The success-failure condition is not satisfied

np = 20⇥ 0.77 = 15.4 and n(1� p) = 20⇥ 0.23 = 4.6,

therefore we know that the distribution of p̂ is not approximately normal. In most samples we
would expect p̂ to be close to 0.77, the true population proportion. While p̂ can be as low as
0 (though we would expect this to happen very rarely), it can only go as high as 1. Therefore,
since 0.77 is closer to 1, the distribution would probably take on a left skewed shape. Plotting
the sampling distribution would confirm this suspicion.

(b) FALSE. Unlike with means, for the sampling distribution of proportions to be approximately
normal, we need to have at least 10 successes and 10 failures in our sample. We do not use
n � 30 as a condition to check for the normality of the distribution of p̂.

(c) FALSE. Standard error of p̂ in samples with n = 60 can be calculated as:

SEp̂ =

r
p(1� p)

n
=

r
0.77⇥ 0.23

60
= 0.0543

A p̂ of 0.85 is only Z = 0.85�0.77
0.0543 = 1.47 standard errors away from the mean, which would not

be considered unusual.

(d) TRUE. Standard error of p̂ in samples with n = 180 can be calculated as:

SEp̂ =

r
p(1� p)

n
=

r
0.77⇥ 0.23

180
= 0.0314
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A p̂ of 0.85 is Z = 0.85�0.77
0.0314 = 2.54 standard errors away from the mean, which might be

considered unusual.

6.4

(a) TRUE. The success-failure condition is not satisfied

np = 12⇥ 0.25 = 4 and n(1� p) = 12⇥ 0.75 = 8,

therefore we know that the distribution of p̂ is not approximately normal. In most samples we
would expect p̂ to be close to 0.25, the true population proportion. While p̂ can be as high as
1 (though we would expect this to happen very rarely), it can only go as low as 0. Therefore,
since 0.25 is closer to 0, the distribution would probably take on a right skewed shape. Plotting
the sampling distribution would confirm this suspicion.

(b) TRUE. The minimum sample size that yields at least 10 successes and 10 failures can be
calculated as

n = max

✓
10

0.25
,
10

0.75

◆
= min(40, 13.3) = 40

We need a sample of at least n = 40 to meet the success failure condition.

(c) FALSE. Standard error of p̂ in samples with n = 50 can be calculated as:

SEp̂ =

r
p(1� p)

n
=

r
0.25⇥ 0.75

50
= 0.0612

A p̂ of 0.20 is only Z = 0.20�0.25
0.0612 = �0.82 standard errors away from the mean, which would

not be considered unusual.

(d) TRUE. Standard error of p̂ in samples with n = 150 can be calculated as:

SEp̂ =

r
p(1� p)

n
=

r
0.25⇥ 0.75

150
= 0.0354

A p̂ of 0.20 is Z = 0.20�0.25
0.0354 = �1.41 standard errors away from the mean, which would not be

considered unusual.

(e) FALSE. Since n appears under the square root sign in the formula for the standard error,
doubling the sample size would decrease the standard error of the sample proportion only by a
factor of

p
3.

6.6

(a) FALSE. A confidence interval is constructed to estimate the population proportion, not the
sample proportion.
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