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Language model

Natural Language Understanding

Language Understanding?

Modeling?
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Language model

Natural Language Understanding

Its all about how likely a sentence is...

P (obama|president of U.S.)
P (Good morning|Buenos días)

P (about �fteen minutes from) >
P (about �fteen minuets from)

P (I saw a bus)�
P (eyes awe a boss)

P (a man eating a sandwich)
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Language model

Natural Language Understanding

A sentence (x1, x2, . . . , xT )

Ex: (the, cat, is, eating, a, sandwich, on, a, couch)

How likely is this sentence?

In other words, what is the probability of (x1, x2, . . . , xT )?

i.e: P (x1, x2, . . . , xT ) =?
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Language model

Probability 101
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Language model

Language Model as a product of conditionals
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Language model

The goal

Maximize the (log-)probabilities of sentences in corpora:

maxED [logP (x1, x2, . . . , xT )]
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N-Gram language model

n-gram language model

Use Markov assumption: Next word does not depend on all previous words,
but only on last n words:

P (x1, x2, . . . , xT ) =

T∏
t=1

p (xt|x1, . . . , xt−1)

≈
T∏
t=1

p (xt|xt−n, . . . , xt−1)

How to calculate such probabilities? Just counting:

P (xt|xt−1)
count (xt−1, xt)

count (xt−1)
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N-Gram language model

An example

P (xt|xt−1)
count (xt−1, xt)

count (xt−1)

<s> I am sam </s>
<s> Sam I am </s>
<s> I do not like green eggs and
ham </s>
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N-Gram language model

E�ects of n in the performance
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N-Gram language model Disadvantages of n-grams

Disadvantages

Data sparsity:# of all possible n-grams: |V |n, where |V | is the size of the
vocabulary. Most of them never occur.

Training Set:

. . . denied the allegations

. . . denied the reports

. . . denied the claims

. . . denied the request

Test Set:

. . . denied the o�er

. . . denied the loan

P (o�er|denied the) = 0
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N-Gram language model Disadvantages of n-grams

Disadvantages

False independence assumption: Because in an n-gram language model we
assume that each word is only conditioned on the previous n-1 words

False conditional independence assumption

�The dogs chasing the cat bark� . The tri-gram probability
P (bark|the cat) is very low (not observed in the corpus by the model,
because the cat never barks and the plural verb "bark" has appeared after
singular noun "cat"), but the whole sentence totally makes sentence.
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Neural language model

Neural language model

Non-parametric estimator −→ parametric estimator

P (xt|xt−n, . . . , xt−1) =
��

���
���

���XXXXXXXXXXX

count (xt−n, . . . , xt)

count (xt−1, . . . , xt−1)

= fΘ (xt−n, . . . , xt−1)

Somehow, we need numerical representation for words... i.e. Word vectors
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Neural language model

Neural language model

Non-parametric estimator −→ parametric estimator

P (xt|xt−n, . . . , xt−1) =
��

���
���

���XXXXXXXXXXX

count (xt−n, . . . , xt)

count (xt−1, . . . , xt−1)

= fΘ (xt−n, . . . , xt−1)

Somehow, we need numerical representation for words... i.e. Word vectors
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Neural language model

Word representation

One simple approach is the one-hot or 1-of-K encoding.

[
0 0 1 0 0 0 0

]
→ I[

0 1 0 0 0 0 0
]
→ liked[

0 0 0 0 0 0 1
]
→ the[

0 0 0 1 0 0 0
]
→ hotel

Drawbacks

Highly dimensional (|V |)
Representations are orthogonal, so there is no natural notion of
similarity in a set of one-hot vectors.

[
1 0 0 0 0 0 0

]
→ motel[

0 0 0 1 0 0 0
]
→ hotel
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Neural language model

Word representation

How to learn a continuous representation for words?:

[
0.3 0.2 0.8 0.1

]
→ I[

0.4 1.2 0.1 0.9
]
→ liked[

1.3 −2.1 0 1.2
]
→ the[

0.5 1.4 0.3 −0.4
]
→ hotel[

0.3 1.0 0.6 −0.1
]
→ motel

With the context of each word
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Neural language model

Word representation
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Neural language model

Distributional hypothesis

Distributed: Represent a word as a point in a vector space (e.g. as a
vector).

Distributional: The meaning of a word is given by the context where it
appears.
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Neural language model

Distributed representations with NN

Distributed representations of words can be obtained from various neural
network based language models:

Feedforward neural net language model

Recurrent neural net language model
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Neural language model

Neural network language model
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Neural language model

Neural network language model
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Neural language model

Neural network language model complexity

For all the following models, the training complexity is proportional to:

O = E × T ×Q

where E is number of the training epochs, T is the number of the words in
the training set and Q is de�ned further for each model architecture.
The computational complexity, de�ned as the number of parameters that
need to be accessed to fully train the model, In a NNLM is given by

Q = n× d+ n× d× d′ + d′ × |V |

with n the size of the context, d the dimensionality of the word space, d′

the number of units in the hidden layer and |V | the size of the vocabulary.
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Neural language model

Computational cost

The training complexity of the feedforward NNLM is high:

Propagation from projection layer to the hidden layer

Softmax in the output layer

Using this model just for obtaining the word vectors is very ine�cient.
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Word2vec
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Word2vec

Goal

�The main goal of this paper is to introduce techniques that can be used
for learning high-quality word vectors from huge data sets with
billions of words, and with millions of words in the vocabulary�
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Word2vec

E�cient learning

The full softmax can be replaced by:

Hierarchical softmax

Negative sampling

We can further remove the hidden layer: for large models, this can provide
additional speedup 1000x

Continuous bag-of-words model

Continuous skip-gram model
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Word2vec

CBOW

Predicts the current word given the context

Complexity
Q = n× d+ d log2 (|V |)
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Word2vec

Skip-gram

Q = C × (d+ d× log2 (|V |))
For each training word we will select randomly a number R in range
< 1;C >and then use R words from history and R words from the future.
John Arevalo<jearevaloo@unal.edu.co> Language modeling and word embeddings



Word2vec

Skip-gram formulation
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Word2vec

E�cient learning - Summary

E�cient multi-threaded implementation of the new models greatly
reduces the training complexity.

The training speed is in order of 100K - 5M words per second.

Quality of word representations improves signi�cantly with more
training data.
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Results Word Analogies

Criterion
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Results Word Analogies

Compute time results
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Findings
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Findings

Additive compositionality

vector(′smallest′)− vector(′small′) = vector(′biggest′)− vector(′big′)

vector(′smallest′) = vector(′biggest′)− vector(′big′) + vector(′small′)
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Findings

Linguistic regularities
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Findings

Linguistic regularities

The word vector space implicitly encodes many regularities among words.
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Findings

Visualization in word space
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Findings

Visualization in word space
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Findings

Visualization in word space
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Findings

Machine translation

For translation from one vector space to another, we need to learn a
linear projection.

Small starting dictionary can be used to train the linear projection.

Then, we can translate any word that was seen in the monolingual
data.
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Findings

Limitations

How to represent a phrases or documents?

Ignores the order of the elements.
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Findings

In summary

Representation of text is very important for performance of many
real-world applications. The most common techniques are:

N-grams: Bag-of-words (Based on 1-of-N coding)

Continuous representations

Feed-forward Neural language models

word2vec

RNN Models
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Findings

Heavily based on...

Live demo: https://ronxin.github.io/wevi/

Language modeling:
https://web.stanford.edu/class/cs124/lec/languagemodeling.pdf

C. Manning - Human Language & vector words:
http://videolectures.net/deeplearning2015_manning_language_vectors/

K. Cho - Deep Natural Language Understand-
inghttp://videolectures.net/deeplearning2016_cho_language_understanding/
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Findings

Further readings

Original papers: https://arxiv.org/abs/1301.3781,https:
//arxiv.org/abs/1310.4546

word2vec Explained: https://arxiv.org/abs/1402.3722
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