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Abstract—While optical-transmission techniques have been
researched for quite some time, optical “networking” studies have
been conducted only over the past dozen years or so. The field
has matured enormously over this time: many papers and Ph.D.
dissertations have been produced, a number of prototypes and
testbeds have been built, several books have been written, a large
number of startups have been formed, and optical WDM tech-
nology is being deployed in the marketplace at a very rapid rate.
The objective of this paper is to summarize the basic optical-net-
working approaches, briefly report on the WDM deployment
strategies of two major U.S. carriers, and outline the current
research and development trends on WDM optical networks.

Index Terms—Carrier strategies, optical communication net-
work, research trends, wavelength routing, WDM.

I. INTRODUCTION

WE ARE moving toward a society which requires that we
have access to information at our fingertipswhen we

need it, where we need it, and in whatever format we need it.
The information is provided to us through our global mesh of
communication networks, whose current implementations, e.g.,
today’s Internet and asynchronous transfer mode (ATM) net-
works, do not have the capacity to support the foreseeable band-
width demands.

Fiber-optic technology can be considered our saviour for
meeting our above-mentioned need because of its potentially
limitless capabilities [1], [2]: huge bandwidth [nearly 50
terabits per second (Tb/s)], low signal attenuation (as low as
0.2 dB/km), low signal distortion, low power requirement, low
material usage, small space requirement, and low cost. Our
challenge is to turn the promise of fiber optics to reality to meet
our information networking demands of the next decade (and
well into the 21st century!).

Thus, the basic premise of the subject on optical wavelength-
division multiplexing (WDM) networks is that, as more and
more users start to use our data networks, and as their usage pat-
terns evolve to include more and more bandwidth-intensive net-
working applications such as data browsing on the worldwide
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web (WWW), java applications, video conferencing, etc., there
emerges an acute need for very high-bandwidth transport net-
work facilities, whose capabilities are much beyond those that
current high-speed (ATM) networks can provide. There is just
not enough bandwidth in our networks today to support the ex-
ponential growth in user traffic!

Fig. 1 shows the past and projected future growth of data and
voice traffic reported by most telecom carriers [3]. Although
voice traffic continues to experience a healthy growth of ap-
proximately 7% per year (which would be considered to be very
strong growth in most business sectors), it is the data-traffic
growth that is drawing people’s attention. Most carriers report
that data traffic has just recently overtaken or will soon overtake
the voice traffic in their fiber links and networks [4].

Given that a single-mode fiber’s potential bandwidth is nearly
50 Tb/s, which is nearly four orders of magnitude higher than
electronic data rates of a few gigabits per second (Gb/s), every
effort should be made to tap into this huge opto-electronic band-
width mismatch. Realizing that the maximum rate at which an
end-user—which can be a workstation or a gateway that inter-
faces with lower-speed subnetworks—can access the network is
limited by electronic speed (to a few Gb/s), the key in designing
optical communication networks in order to exploit the fiber’s
huge bandwidth is to introduce concurrency among multiple
user transmissions into the network architectures and protocols.
In an optical communication network, this concurrency may be
provided according to either wavelength or frequency [wave-
length-division multiplexing (WDM)], time slots [time-division
multiplexing (TDM)], or wave shape [spread spectrum, code-di-
vision multiplexing (CDM)].

Optical TDM and CDM are somewhat futuristic technologies
today. Under (optical) TDM, each end-user should be able to
synchronize to within one time slot. The optical TDM bit rate is
the aggregate rate over all TDM channels in the system, while
the optical CDM chip rate may be much higher than each user’s
data rate. As a result, both the TDM bit rate and the CDM chip
rate may be much higher than electronic processing speed, i.e.,
some part of an end user’s network interface must operate at
a rate higher than electronic speed. Thus, TDM and CDM are
relatively less attractive than WDM, since WDM—unlike TDM
or CDM—has no such requirement.

Specifically, WDM is the current favorite multiplexing tech-
nology for long-haul communications in optical communication
networks since all of the end-user equipment needs to operate
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Fig. 1. Past and projected future growth of data and voice traffic.

only at the bit rate of a WDM channel, which can be chosen
arbitrarily, e.g., peak electronic processing speed. Hence, the
major carriers today all devote significant effort to developing
and applying WDM technologies in their businesses. In partic-
ular, market analysts indicate that the North American WDM
transport market (for optical backbone networks) is expected to
grow from $1.9 billion in 1998 to over $3 billion in 2002.

II. WAVELENGTH-DIVISION MULTIPLEXING (WDM)

Wavelength-division multiplexing (WDM) is an approach
that can exploit the huge opto-electronic bandwidth mismatch
by requiring that each end-user’s equipment operate only at
electronic rate, but multiple WDM channels from different
end-users may be multiplexed on the same fiber. Under WDM,
the optical transmission spectrum (see Fig. 2) is carved up
into a number of nonoverlapping wavelength (or frequency)
bands, with each wavelength supporting a single communi-
cation channel operating at whatever rate one desires, e.g.,
peak electronic speed. Thus, by allowing multiple WDM
channels to coexist on a single fiber, one can tap into the huge
fiber bandwidth, with the corresponding challenges being the
design and development of appropriate network architectures,
protocols, and algorithms. Also, WDM devices are easier to
implement since, generally, all components in a WDM device
need to operate only at electronic speed; as a result, several
WDM devices are available in the marketplace today, and more
are emerging.

Research and development on optical WDM networks have
matured considerably over the past few years, and they seem
to have suddenly taken on an explosive form, as evidenced by
recent publications [1], [5]–[10] on this topic as well as new
conferences, workshops, journals, and magazines devoted to
ths topic. A number of experimental prototypes have been and
are currently being developed, deployed, and tested mainly by
telecommunication providers including a plethora of startup
companies. It is anticipated that the next generation of the
Internet will employ WDM-based optical backbones.

Current development activities indicate that this sort of
WDM network will be deployed mainly as a backbone
network for large regions, e.g., for nationwide or global

Fig. 2. The low-attenuation regions of an optical fiber.

coverage. (However, optical WDM networks for local and
metropolitan applications are also being developed and pro-
totyped.) End-users—to whom the architecture and operation
of the backbone will be transparent except for significantly
improved response times—will attach to the network through
a wavelength-sensitive switching/routing node. An end-user in
this context need not necessarily be a terminal equipment, but
the aggregate activity from a collection of terminals—including
those that may possibly be feeding in from other regional
and/or local subnetworks—so that the end-user’s aggregate
activity on any of its transmitters is close to the peak electronic
transmission rate.

We should also remark that an important WDM market seg-
ment that is emerging but that has not received much attention
in the academic research literature is the “access network,” one
potential solution to which is the passive optical network (PON).
In the absence of much research literature, we are unable to do
justice to this topic in this paper.

III. WDM N ETWORKING EVOLUTION

A. Point-to-Point WDM Systems

WDM technology is being deployed by several telecom-
munication companies for point-to-point communications.
This deployment is being driven by the increasing demands
on communication bandwidth. When the demand exceeds the
capacity in existing fibers, WDM is turning out to be a more
cost-effective alternative compared to laying more fibers. A
study [11] compared the relative costs of upgrading the trans-
mission capacity of a point-to-point transmission link from
OC-48 (2.5 Gb/s) to OC-192 (10 Gb/s) via the following three
possible solutions. (The terminology OC-is a widely used
telecommunications jargon. “OC” stands for “optical channel”
and it specifies electronic data rates. “OC-” stands for a data
rate of 51.84 megabits per second (Mb/s) approximately;
so OC-48 and OC-192 correspond to approximate data rates
of 2.5 Gb/s and 10 Gb/s, respectively. OC-768 (40 Gb/s) is the
next milestone in highest achievable electronic communication
speed.)
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Fig. 3. A four-channel point-to-point WDM transmission system with amplifiers.

Fig. 4. A wavelength add/drop multiplexer (WADM).

1) Installation/burial of additional fibers and terminating
equipment (the “multifiber” solution).

2) A four-channel “WDM solution” (see Fig. 3) where a
WDM multiplexer (mux) combines four independent data
streams, each on a unique wavelength, and sends them
on a fiber; and a demultiplexer (demux) at the fiber’s re-
ceiving end separates out these data streams.

3) OC-192, a “higher-electronic-speed” solution.
The analysis in [11] shows that, for distances lower than

50 km for the transmission link, the “multifiber” solution
is the least expensive; but for distances longer than 50 km,
the “WDM” solution’s cost is the least with the cost of the
“higher-electronic-speed” solution not that far behind.

WDM mux/demux in point-to-point links is now available
in product form from several vendors such as IBM, Pirelli, and
AT&T [12]. Among these products, the maximum number of
channels is64 today,but thisnumber isexpected to increasesoon.

B. Wavelength Add/Drop Multiplexer (WADM)

One form of a wavelength add/drop multiplexer (WADM) is
shown in Fig. 4. It consists of a demux, followed by a set of
2 2 switches—one switch per wavelength—followed by a
mux. The WADM can be essentially “inserted” on a physical
fiber link. If all of the 2 2 switches are in the “bar” state,

then all of the wavelengths flow through the WADM “undis-
turbed.” However, if one of the 2 2 switches is configured
into the “cross” state (as is the case for theswitch in Fig. 4)
via electronic control (not shown in Fig. 4), then the signal on
the corresponding wavelength is “dropped” locally, and a new
data stream can be “added” on to the same wavelength at this
WADM location. More than one wavelength can be “dropped
and added” if the WADM interface has the necessary hardware
and processing capability.

The above “functionality” of add/drop multiplexing can be
enhanced for practical implementation of an optical add/drop
multiplexer (OADM). For example, an OADM may drop part of
the traffic on a wavelength or it may drop a band of wavelengths.

C. Fiber and Wavelength Crossconnects—Passive Star,
Passive Router, and Active Switch

In order to have a “network” of multiwavelength fiber links,
we need appropriate fiber interconnection devices. These de-
vices fall under the following three broad categories:

• passive star (see Fig. 5),
• passive router (see Fig. 6), and
• active switch (see Fig. 7).

Thepassive staris a “broadcast” device, so a signal that is in-
serted on a given wavelength from an input fiber port will have
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Fig. 5. A 4� 4 passive star.

Fig. 6. A 4� 4 passive router (four wavelengths).

its power equally divided among (and appear on the same wave-
length on) all output ports. As an example, in Fig. 5, a signal on
wavelength from Input Fiber 1 and another on wavelength

from Input Fiber 4 are broadcast to all output ports. A “colli-
sion” will occur when two or more signals from the input fibers
are simultaneously launched into the star on the same wave-
length. Assuming as many wavelengths as there are fiber ports,
an passive star can route simultaneous connections
through itself.

A passive routercan separately route each of several wave-
lengths incident on an input fiber to the same wavelength on
separate output fibers, e.g., wavelengths, , , and in-
cident on Input Fiber 1 are routed to the same corresponding
wavelengths to Output Fibers 1, 2, 3, and 4, respectively, in
Fig. 6. Observe that this device allowswavelength reuse, i.e.,
the same wavelength may be spatially reused to carry multiple
connections through the router. The wavelength on which an
input port gets routed to an output port depends on a “routing
matrix” characterizing the router; this matrix is determined by
the internal “connections” between the demux and mux stages
inside the router (see Fig. 6). The routing matrix in apassive
router is “fixed” and cannot be changed. Such routers are com-

mercially available, and are also known as Latin routers, wave-
guide grating routers (WGRs), wavelength routers (WRs), etc.
Again, assuming as many wavelengths as there are fiber ports,
a passive router can route simultaneous connections
through itself (compared to only for the passive star); how-
ever, it lacks the broadcast capability of the star.

The active switchalso allowswavelength reuse, and it can
support simultaneous connections through itself (like the
passive router). But the active star has a further enhancement
over the passive router in that its “routing matrix” can bere-
configuredon demand, under electronic control. However the
“active switch” needs to be powered and is not as fault-tolerant
as the passive star and the passive router which don’t need to
be powered. The active switch is also referred to as awave-
length-routing switch (WRS), wavelength selective crossconnect
(WSXC), or just crossconnect for short. (We will refer to it as a
WRS in the remainder of this paper.)

The active switch can be enhanced with an additional capa-
bility, viz., a wavelength may be converted to another wave-
length just before it enters the mux stage before the output fiber
(see Fig. 7). A switch equipped with such a wavelength-conver-
sion facility is more capable than a WRS, and it is referred to
as awavelength-convertible switch, wavelength interchanging
crossconnect (WIXC), etc.

Although the active switch in Fig. 7 is assumed to include the
wavelength demux/mux devices, note that the mux/demux de-
vices could be part of the (multiwavelength) fiber transmission
system. Thus, the mux/demux devices are not included in the
optical crossconnect products being developed by most vendors
today.

The passive star is used to build local WDM networks, while
the active switch is used for constructing wide-area wavelength-
routed networks. The passive router has mainly found applica-
tion as a mux/demux device. The WADM device and its variants
are mainly used to build optical WDM ring networks which are
expected to deployed mainly in the metropolitan area market.

IV. NEW AND INTERESTINGWDM TECHNOLOGIES

Readers interested in the enabling fiber-optic technologies
are referred to [13] for detailed discussions and to [1] for an
overview. However, newer approaches and technologies are
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Fig. 7. A 4� 4 active switch (four wavelengths).

constantly under development. While the objective of this
paper is to abstract the device-layer functionalities to create
useful network architectures, the author wishes to highlight
two new and exciting technologies that can potentially further
revolutionize the design and effectiveness of WDM networks.
These two approaches are briefly reviewed in this section so
that this exposure will enable a number of our readership to
exploit these features and create novel network architectures.

Recent developments in fiber optics have further expanded the
usable fiber bandwidth. A new type of fiber, called theallwave
fiber, does not have the 1385 nm “water-peak window” (which
the conventional fiber has) and hence it provides a more usable
optical spectrum. Fig. 8 shows the low-attenuation region of the
allwave fiber in comparison to that of the conventional fiber.

Another new and interesting technology is a new type of
amplifier device which uses the erbium-doped fiber amplifier
(EDFA) as a building block. The normal EDFA has a gain spec-
trum of 30–40 nm (typically in the 1530–1560 nm range). Thus,
fibers employing EDFAs for long-haul communication would
normally require that their carried signals be confined to the
EDFA gain spectrum. However, by using the EDFA as an ele-
mentary gain building block, we can build a “circuit” of EDFAs
configured such that the “circuit designer” has full control of
the gain as well as gain bandwidth of the composite “circuit”
(see Fig. 9 for an example) [14]. This “amplifier circuit” is re-
ferred to as anultrawide-band EDFA, which can fully exploit the
expanded low-attenuation region of the “allwave fiber.” As an
analogy, if we think of the EDFA as equivalent to a “transistor,”
then theultrawide-band EDFAdevice would be analogous to an
“integrated circuit” [14].

V. WDM NETWORK CONSTRUCTIONS

A. Broadcast-and-Select (Local) Optical WDM Network

A local WDM optical network may be constructed by con-
necting network nodes via two-way fibers to a passive star, as
shown in Fig. 10. A node sends its transmission to the star on one
available wavelength, using a laser which produces an optical
information stream. The information streams from multiple
sources are optically combined by the star and the signal power
of each stream is equally split and forwarded to all of the nodes

Fig. 8. Low-attenuation region of allwave fiber versus conventional fiber.

on their receive fibers. A node’s receiver, using an optical filter,
is tuned to only one of the wavelengths; hence it can receive
the information stream. Communication between sources and
receivers may follow one of two methods: 1)single-hop[15], or
2) multihop[16]. Also, note that, when a source transmits on a
particular wavelength , more than one receiver can be tuned to
wavelength ,andallsuchreceiversmaypickuptheinformation
stream. Thus, the passive-star can support “multicast” services.

Detailed, well-established discussions on these network ar-
chitectures can be found elsewhere, e.g., [15], [16], [1]. Hence,
local WDM network architectures will not be discussed here
any further; instead, the remainder of this paper will concentrate
mainly on wide-area (wavelength-routed) optical networks.

B. Wavelength-Routed (Wide-Area) Optical Network

A wavelength-routed (wide-area) optical WDM network is
shown in Fig. 11. The network consists of aphotonic switching
fabric, comprising “active switches” connected by fiber links
to form an arbitraryphysical topology. Each end-user is con-
nected to an active switch via a fiber link. The combination of
an end-user and its corresponding switch is referred to as a net-
work node.
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Fig. 9. Ultrawide-band EDFAs.

Fig. 10. A passive-star-based local optical WDM network.

Each node (at its access station) is equipped with a set of
transmitters and receivers, both of which may be wavelength
tunable. A transmitter at a node sends data into the network and
a receiver receives data from the network.

The basic mechanism of communication in a wavelength-
routed network is alightpath. A lightpath is an all-optical com-
munication channel between two nodes in the network, and it
may span more than one fiber link. The intermediate nodes in the
fiber path route the lightpath in the optical domain using their
active switches. The end-nodes of the lightpath access the light-
path with transmitters and receivers that are tuned to the wave-
length on which the lightpath operates. For example, in Fig. 11,
lightpaths are established between nodesand on wave-
length channel , between and on wavelength channel ,
and between and on wavelength channel . The lightpath
between nodes and is routed via active switches 1, 6, and
7. (Note the wavelength reuse for.)

In the absence of any wavelength-conversion device, a
lightpath is required to be on the same wavelength channel
throughout its path in the network; this requirement is referred
to as thewavelength-continuityproperty of the lightpath. This
requirement may not be necessary if we also have wavelength
converters in the network. For example, in Fig. 11, the lightpath
between nodes and traverses the fiber link from node
to switch 10 on wavelength , gets converted to wavelength

at switch 10, traverses the fiber link between switch 10 and

switch 9 on wavelength , gets converted back to wavelength
at switch 9, and traverses the fiber link from switch 9 to

node on wavelength .
A fundamental requirement in a wavelength-routed optical

network is that two or more lightpaths traversing the same fiber
link must be on different wavelength channels so that they do
not interfere with one another.

C. A Sample WDM Networking Problem

As we have described in Subsection B, end-users in a fiber-
based WDM backbone network may communicate with one an-
other viaall-optical (WDM) channels, which are referred to as
lightpaths. A lightpath may span multiple fiber links, e.g., to
provide a “circuit-switched” interconnection between two nodes
which may have a heavy traffic flow between them and which
may be located “far” from each other in the physical fiber net-
work topology. Each intermediate node in the lightpath essen-
tially provides an all-optical bypass facility to support the light-
path.

In an -node network, if each node is equipped with
transceivers [transmitters (lasers) and receivers (filters)] and if
there are enough wavelengths on all fiber links, then every node
pair could be connected by an all-optical lightpath, and there is
no networking problem to solve. However, it should be noted
that the network size ( ) should be scalable, transceivers are
expensive so that each node may be equipped with only a few
of them, and technological constraints dictate that the number
of WDM channels that can be supported in a fiber be limited to

(whose value is a few tens today, but is expected to improve
with time and technological breakthroughs). Thus, only a lim-
ited number of lightpaths may be set up on the network.

Under such a network setting, a challenging networking
problem is, given a set of lightpaths that need to be established
on the network, and given a constraint on the number of wave-
lengths, to determine the routes over which these lightpaths
should be set up and also determine the wavelengths that should
be assigned to these lightpaths so that the maximum number
of lightpaths may be established [17]. While shortest-path
routes may be most preferable from the individual point of
view of each lightpath, note that this choice may have to be
sometimes sacrificed, in order to allow more lightpaths to
be set up. Thus, one may allow several alternate routes for
lightpaths to be established [18]. Lightpaths that cannot be set
up due to constraints on routes and wavelengths are said to be
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Fig. 11. A wavelength-routed (wide-area) optical WDM network.

blocked, so the corresponding network optimization problem
is to minimize this blocking probability.

In this regard, note that, normally, a lightpath operates on
the same wavelength across all fiber links that it traverses, in
which case the lightpath is said to satisfy thewavelength-conti-
nuity constraint. Thus, two lightpaths that share a common fiber
link should not be assigned the same wavelength. However, if a
switching/routing node is also equipped with awavelength-con-
verter facility, then thewavelength-continuity constraintsdisap-
pear, and a lightpath may switch between different wavelengths
on its route from its origin to its termination.

This particular problem, referred to as the routing and wave-
length assignment (RWA) problem, has been examined in detail
in [19], while the general topic ofwavelength-routed networks
has been studied in [1].

Returning to our sample networking problem, note that de-
signers of next-generation lightwave networks must be aware
of the properties and limitations of optical fiber and devices in
order for their corresponding protocols and algorithms to take
advantage of the full potential of WDM. Often a network de-
signer may approach the WDM architectures and protocols from
an overly simplified, ideal, or traditional networking point of
view. Unfortunately, this may lead an individual to make un-
realistic assumptions about the properties of fiber and optical
components, and hence may result in an unrealizable or imprac-
tical design.

VI. CARRIER STRATEGIES

In this section, we examine two major carriers’ strategies
in developing WDM networks based on published information
[20], [21]. Several other carriers are also developing similar

strategies; however, the objective of this section is not to provide
an exhaustive list of all carriers’ strategies. Instead, we focus on
two major carriers whose approaches are representative of the
industry trend and whose strategies were available to the author.

A. AT&T

The North American WDM transport market is expected to
grow from $1.9 billion in 1998 to over $3 billion in 2002 [3].
AT&T is experiencing annual traffic growth of 5–15% in voice
and 20–70% in data in its various markets, which leads to its
total traffic (voice data) to increase threefold in two years.
AT&T is fully committed to WDM optical networking to solve
its bandwidth problems [20].

The AT&T WDM approach is driven by the MONET vi-
sion. (MONET is a DARPA-sponsored project called Multi-
wavelength Optical Network [22].) MONET has the following
three-layered approach.

1) Application layers will include voice, data, video, multi-
media, image, LAN traffic, and optical access.

2) Electronic-switching layers will include ATM/SONET,
legacy switches, and future formats.

3) Configurable WDM layers will include WDM Add/Drop
Multiplexers (WADM), Wavelength-Routed Stars (R),
and WDM Cross-Connects (XC).

The local-exchange network will have WADMs connected in
ring fashion. Rings are interconnected through XCs. Stars can
be connected to XCs or WADMs. The long-distance network
consists of XCs interconnected in arbitrary mesh topology and
it connects the local-exchange networks. Electronic equipment
can interface directly with WADMs, Stars, or XCs in either the
local-exchange network or the long-distance network.
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AT&T believes that large-scale transparency in WDM
networks has many problems. Transparency limits scalability
in capacity or network size because 1) impairments accumu-
late (dispersion, nonlinearity, crosstalk, noise, amplifier gain
flatness, etc.), 2) network engineering becomes a nightmare,
3) fault location, performance monitoring, multivendor inter-
working, and adoption of new technology (new wavelength
plans, new modulation formats, etc.) become difficult. Hence,
AT&T is currently following the “opaque” optical-networking
approach where each crossconnect will perform optoelectronic
conversion. This approach will aid in performance monitoring,
fault location, arresting of impairments, etc. As a result, the
backbone network becomes transponder-based.

AT&T also believes that there will be “islands of trans-
parency” in its otherwise opaque network. The opaque
backbone will carry most traffic at high SONET rates.

Crossconnect size plays an active role in the development and
the employment of WDM networks. Currently, a large central
office in AT&T’s network has tens of OC-48 signals coming
in, so that a 64 64 switch (using mechanical switching tech-
nology) is sufficient. With WDM, in the future, a typical node
may have degree 3–4, a few 100 fibers in, with 8/16/32/wave-
lengths, so that a switch size could grow well beyond 1000
1000, and require multi-Tb/s switching capacity! Prospects for
very large switches are encouraging due to advances in integra-
tion of switch fabrics using waveguides, semiconductor gate ar-
rays, and MEMS.

Provisioning of a private line can be done in seconds.
AT&T believes that most applications would be satisfied with
subsecond restoration, so that switches need not be very fast.

B. MCI Worldcom

Just like AT&T, MCI Worldcom is experiencing strong
growth in its data traffic. From 3Q97 to 3Q98, its voice traffic
grew by 15%, while its data traffic grew 40–70% in various
markets [21].

MCIs investigation indicates that transport speed increased
from OC-12 to OC-48 in 1993 and reached OC-192 in 1998. It
is expected to be OC-768 in 2001. As to data switch port speeds,
it has also been growing fast during the past years. It increased
from DS3 to OC-3 in 1993, was OC-12 in 1996, OC-48 in 1999,
and is expected to be OC-192 in 2000 and reach OC-768 in
2002.

MCI believes the following are technology enablers for an
all-optical network: fixed lasers/receivers on ITU grid, tunable
lasers, next-generation fiber, optical cross-connect switch
(OCCS), all-optical regenerators, broadband amplifier, grating
technologies, optical ADM, wavelength routers, all-optical
signal processing, and end-to-end network management.

According to MCI, initially, WDM can be used for increasing
capacity. Then, WDM can be used for optical networking, when
combined with O/E/O (like AT&T’s opaque vision). Finally,
WDM can be used to implement all-optical networking, when
no O/E/O is necessary in such networks, i.e., with optical 3R
signal generation (which provides signal regeneration/amplifi-
cation as well as reshaping and retiming for digital signals).
(Please see Section VII-D-2 below for more discussion on 1R,
2R, and 3R signal regeneration.)

MCIs hierarchical network has three components:

• an access network is a network in a metro area,
• an edge network is a local or state network, and
• a core network is a national network. The core is targeted

for optical networking initially.
The WDM network will be run as rings, with ATM and IP

support. Electronic interfaces will run at OC-48 and OC-192.
Protection/restoration will be provided. Quite a bit of analysis
of these various options have been conducted.

MCI believes an all-optical network architecture should be as
follows.

• Optical rings interconnected with one another to form op-
tical meshes (like AT&T’s approach). This belief might
come from the fact that MCIs economic analysis indicates
that optical WDM ring is the cheapest (capital) long-term
data architecture.

• Some wavelengths will carry ATM traffic, others will
carry IP traffic.

• Electronic digital cross connects (DXCs) will allow the
ATM and IP traffic to interface with the network.

• The network will contain OADMs and OCCSs to inter-
connect the rings.

• Optical regenerators will include optical amplification and
dispersion compensation, and will provide transparency to
bit rate, wavelength, and protocol.

Besides the all-optical network, optical OAM&P will be run
in each electronic terminal (DXC), all of which collectively
form the operation support system (OSS).

MCI classifies the implementation of OCCS into three
phases.

• Phase I: The architecture can either be opaque (as in
AT&T’s vision) or transparent. In an opaque archi-
tecture, mesh or ring restoration is enabled and it is a
medium-sized large-loss optical matrix. In a transparent
architecture, small node rings exist for restoration and it
is a dedicated-functionality optical matrix.

• Phase II:Larger optical matrix with low loss is
used to provide restoration, plus elementary management
of interring traffic.

• Phase III:Very large (1024 1024) optical matrix with
low loss is used, and this phase has the functionality of
bandwidth provisioning and management.

To summarize, it appears from [21] that MCI plans to imple-
ment an all-optical network and their analysis indicates feasi-
bility and economic advantages. MCI believes that today’s tech-
nology is workable but still somewhat immature and the chal-
lenge is management of an all-optical network (management for
performance, fault, configuration, and restoration). The require-
ment for the development of WDM networks is standards for
vendor equipment interoperability, e.g., if a fault (fiber cut) oc-
curs, is restoration controlled by IP, or ATM, or OADM?

VII. RECENT TRENDS IN WDM RESEARCH

Recent research interests in WDM networks include network
control and management, fault management, multicasting,
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physical-layer issues, IP over WDM, traffic grooming, and op-
tical packet switching, just to name a few. We briefly examine
these topics below.

A. Network Control and Management

In a wavelength-routed WDM network, a control mechanism
is needed to set up and take down all-optical connections (i.e.,
lightpaths) [19], [23], [24]. Upon the arrival of a connection re-
quest, this mechanism must be able to select a route, assign a
wavelength to the connection, and configure the appropriate op-
tical switches in the network. The mechanism must also be able
to provide updates to reflect which wavelengths are currently
being used on each fiber link so that nodes may make informed
routing decisions. This control mechanism can either be central-
ized or distributed. Distributed systems are usually more robust
than centralized systems; so they are generally more preferred.
The objectives of various research efforts on this subject are to
minimize 1) the blocking probability of connection requests, 2)
the connection setup delays, and 3) the bandwidth used for con-
trol messages; as well as to maximize the scalability of such
networks [23].

There are two distributed network control management
schemes which have been examined in the literature. The first
approach is proposed in [24], and we refer to it as the “link-state
approach” because it routes connections in a link-state fashion.
The second approach is proposed by us in [23], and we refer to
it as the “distributed routing approach” because it utilizes the
distributed Bellman–Ford routing algorithm. We describe the
two approaches below.

In the link-state approach (which may be implemented using
the open shortest path first (OSPF) algorithm), each node main-
tains the complete network topology, including information on
which wavelengths are in use on each fiber link. Upon the arrival
of a connection request, a node utilizes the topology information
to select a route and a wavelength. Once the route and wave-
length are selected, the node attempts to reserve the selected
wavelength along each fiber link on the route by sending reser-
vation requests to each node in the route. If an intermediate node
is able to reserve the wavelength on the appropriate link, it sends
an acknowledgment directly back to the source node. If all of
the reservations are successful, then the source sends a SETUP
message to each of the nodes. The appropriate switches are then
configured at each node, and the connection is established. If
even one of the reservations is not successful, then the call is
blocked and the source node sends a TAKEDOWN message to
each node on the route in order to release the reserved resources.
When a connection is established or torn down, each node in-
volved in the connection broadcasts a topology-update message
which indicates any changes in the status of wavelengths being
used on the node’s outgoing links.

In the distributed-routing approach, routes are selected in a
distributed fashion without knowledge of the overall network
topology. Each node maintains a routing table which specifies
the next hop and the cost associated with the shortest path to
each destination on a given wavelength. The cost may reflect
hop counts or actual fiber-link distances. The routing table is
established by employing a distributed Bellman–Ford algorithm
[25]. In the distributed-routing approach, upon receiving a

connection request, a node will choose the wavelength which
results in the shortest distance to the destination, and it
will forward the connection request to the next node in
the path. Thus, the connection request is routed one hop
at a time, with each node along the route independently
selecting the next hop based on routing information, and
reserving the appropriate wavelength on the selected link.
Once the request reaches the destination node, the destination
node sends an acknowledgment back to the source node
along the reverse path (i.e., it sends the acknowledgment
back to the node from which it received the connection
request). Upon receiving the ACK, each node along the reverse
path conFigs. its wavelength-routing switch. The source node
begins transmitting data after it receives the acknowledgment.
If a node along the path is unable to reserve the desired
wavelength on a link, it will send a negative acknowledgment
back to the source along the reverse path. The nodes on the
reverse path will release the reserved wavelengths as they
receive the negative acknowledgment. The source node may
then reattempt the connection on a different wavelength. If
the source node is unable to establish the connection on
any wavelength, the call is blocked. Once a connection is
established, each node along the route sends to each of its
neighbors an update message reflecting the status of the
newly occupied link and wavelength. Each node receiving an
update message may then update its routing table. Similar
updates occur when a connection is taken down.

Both schemes can be implemented using a separate channel,
namely, a control channel in the WDM network. Alternately,
the control information can be carried in-band, as in multipro-
tocol label switching (MPLS), whose wavelength-routing ver-
sion is referred to as MP lambda switching. Besides supporting
the signaling protocol and the network-topology and status up-
date protocol, the control channel should also have the ability to
discover and recover from faults, which we explain below.

B. Fault Management

In a wavelength-routed WDM network (as well as in other
networks), the failure of a network element (e.g., fiber link,
cross-connect, etc.) may cause the failure of several optical
channels, thereby leading to large data (and revenue) losses.
Studies have been conducted to examine different approaches to
protect WDM optical networks from single fiber-link failures.
Earlier studies were focused on ring topologies while recently
mesh-based networks have been considered. (See, for example,
[26]–[29] for a discussion of these problems. We also remark
that our discussion on fault management will be very brief
because this is just one of several topics that are covered in this
paper. Also, we won’t be able to do justice to the large and
increasing amount of literature on this subject.)

There are several approaches to ensure fiber-network sur-
vivability. Survivable network architectures are based either on
dedicating backup resources in advance, or on dynamic restora-
tion. In dedicated-resource survivability (which includes auto-
matic protection switching and self-healing rings [30], [31]), the
disrupted network service is restored by utilizing the dedicated
network resources. In dynamic restoration, the spare-capacity
available within the network is utilized for restoring services
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affected by a failure. Generally, dynamic restoration schemes
are more efficient in utilizing capacity due to the multiplexing
of the spare-capacity requirements, and they provide resilience
against different kinds of failures, while dedicated restoration
schemes have a faster restoration time and provide guarantees
on the restoration ability.

We will examine three approaches to protecting against
fiber-link failures in an optical network: a dedicated-resource
survivability approach called 1 1 protection, andtwo dy-
namic approaches called link restoration and path restoration.
(Again, for detailed discussions on this subject, please consult
the literature, e.g., [28] and references therein, e.g., link versus
path protection, link versus path restoration, 11 versus
1 : 1 versus M : N versus 0 : 1 protection, etc.) Each of these
approaches has different wavelength-capacity requirements and
blocking performance. So far, research studies have focused
on single-link failures, which are the most common form of
failures in optical networks.

• 1 1 Protection:For each connection that needs to be
1 1 protected, a dedicated link-disjoint backup route and
wavelength is set up in advance (at the time of connection
setup). Upon a link failure on the primary path, the end-
nodes of the connection start utilizing the backup route
and wavelength.

• Link Restoration:In link restoration, all the connections
that traverse the failed link are rerouted around that link.
The source and destination nodes of the connections
traversing the failed link are oblivious to the link failure.
The end-nodes of the failed link dynamically discover a
route around the link, for each wavelength that traverses
the link. Upon a failure, the end-nodes of the failed link
may participate in a distributed procedure to hunt for
new paths for each active wavelength on the failed link.
When a new route is discovered around the failed link for
a wavelength channel, the end-nodes of the failed link
reconFigure their cross-connects to reroute that channel
onto the new route. If no new routes are discovered for
a wavelength channel, the connection that utilizes that
wavelength is blocked.

• Path Restoration:In path restoration, when a link fails,
the source node and the destination node of each connec-
tion that traverses the failed link are informed about the
failure (possibly via messages from the nodes adjacent to
the link failure). The source and the destination nodes of
each connection independently discover a backup route
on an end-to-end basis (such a backup path could be on
a different wavelength channel). When a new route and
wavelength channel is discovered for a connection, net-
work elements such as wavelength cross-connects are re-
configured appropriately, and the connection switches to
the new path. If no new routes (and associated wavelength)
are discovered for a broken connection, that connection is
blocked.

For a comprehensive review of the literature on the design of
survivable optical networks, please consult the literature, e.g.,
[28], [29] and references therein.

C. Multicasting—“Light Trees”

Multicasting is the ability of a communication network to ac-
cept a single message from an application and to deliver copies
of the message to multiple recipients at different locations. The
connections (i.e., lightpaths) we examined earlier are point-to-
point connections. However, we can extend the lightpath con-
cept to point-to-multipoint, i.e., a multicast concept, which we
call a “light tree” [29], [32]. A light tree enables a transmitter at a
node to have many more logical neighbors, thereby leading to a
denser virtual interconnection diagram and lower hop distance.
A collection of light trees embedded on an optical WDM back-
bone network can improve the performance of unicast, multi-
cast, and broadcast traffic. However, the corresponding network
will require multicast-capable optical switches and more power
budget to combat the effect of power losses due to signal split-
ting. These tradeoffs, including an integer linear program (ILP)
formulation of the problem, are examined in [29], [32].

Many multicast applications exist, but their implementations
are not necessarily efficient because today’s networks were
designed to mainly support point-to-point communication.
Such applications include video conferencing, software/file dis-
tribution including file replication on mirrored sites, distributed
games, Internet news distribution, e-mail mailing lists, etc.
In the future, as multicast applications become more popular
and bandwidth intensive, there will emerge a pressing need to
provide multicast support in the underlying communication
network. A multicast-capable WDM WAN should not only
support efficient routing for multicast traffic, but it may also
enhance routing for unicast traffic by allowing more densely
connected virtual topologies. To realize multicast-capable
WDM WANs, we need to develop novel multicast-capable
WRS architectures and design multicast routing and wave-
length assignment algorithms, as outlined below.

1) Multicast-Capable WRS Architectures:An optical
splitter splits an input signal into multiple output signals,
with the output powers being governed by the splitter’s
“splitting ratio.” Fig. 12 shows a 2 2 multicast-capable
wavelength-routing switch (MWRS), which can support four
wavelengths on each link. The information from each incoming
fiber link is first demultiplexed (DEMUX) into separate
wavelengths. Then, the separate signals, each on separate
wavelengths, are switched by an optical switch (OSW). Unicast
signals are sent directly to OSW ports corresponding to their
output links, while those signals which need to be multicast are
sent to an OSW port connected to a splitter bank. (The splitter
bank may be enhanced to provide optical signal amplification,
wavelength conversion, and signal regeneration for multicast
as well as unicast connections.) For example, in Fig. 12,
wavelength is an unicast signal, and is a multicast signal.
The output of the splitter is connected to a smaller optical
switch, which routes the multicast signals to their respective
output fiber links. Since an optical splitter is a passive device,
the power of the signals at each output of an-way splitter
(with equal splitting ratio) is times the input power. To
be detected, the optical signal power needs to be higher than a
threshold; hence, an MWRS may have a limited multicasting
capability.
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Fig. 12. A multicast-capable WRS (MWRS).

2) Multicast Routing and Wavelength Assignment:The
multicasting problem in communication networks is often
modeled as the Steiner tree problem in networks (SPN), which
is defined as follows. Given

• a graph ,
• a cost function , and
• a set of nodes ,

find a subtree which spans , such that its cost
is minimized.

In [34], SPN was shown to be NP-complete. Heuristics
are preferred in practice. See [33] for a tutorial on multicast
routing algorithms and protocols. Mechanisms described in
Section VII-A can be extended to route and assign wavelength
to multicast traffic. See also [32] on how to set up “light trees”
to improve the performance of unicast and broadcast traffic.

D. Physical-Layer Issues

To date, research on optical network architectures has taught
us that, without a sound knowledge of device capabilities and
limitations, one can produce architectures which may be unre-
alizable; similarly, research on new optical devices, conducted
without the concept of a useful system, can lead to sophisticated
technology with limited or no usefulness. Optics has many de-
sirable characteristics, but it also possesses some not-so-desir-
able properties. It is beneficial to correct for several of these
“mismatches” using intelligent network algorithms, two exam-
ples of which are outlined in the following subsections.

1) BER-Based Call Admission in Wavelength-Routed Op-
tical Networks: In a wavelength-routed optical network, a new
call can be admitted if an all-optical lightpath can be established
between the call’s source and destination nodes. Most previous
networking studies have concentrated on the RWA problem
to set up lightpaths while assuming an ideal physical layer,
e.g., [35], [36], [17]. It should, however, be noted that a signal
degrades in quality due to physical-layer impairments as it
proceeds through switches (picking up crosstalk) and EDFAs
(picking up amplified spontaneous emission (ASE) noise).
As a result, the bit-error rate (BER) at the receiving end of a
lightpath may become unacceptably high.

The work in [37] estimates theon-line BERon candidate
routes and wavelengths before setting up a call. Thus, one ap-
proach would be to set up a call on a lightpath with minimum

BER. Another approach would be to establish a call on any light-
path with a BER lower than a certain threshold, e.g., ;
if no such lightpath is found, the call is blocked. It is feasible
to develop network-layer solutions to combat the physical-layer
impairments, including laser shift, dispersion in fiber, and also
impairments that affect optical components such as wavelength
converters, switch architectures, etc.

2) Sparse Optical Regeneration in Nationwide WDM
Networks: Transparency in optical networks is a matter of
intense debate. Transparency, in the strict sense, implies that
the physical medium (an optical WDM channel in our case)
should support end-to-end communication of data, independent
of bit rates and signal formats. However, this requires that the
physical medium preserve all information in the form of phase,
frequency, and analog amplitude of the optical signal during
its transport through the network. Such optical transparency
is difficult to achieve in practice, especially for long-haul
nationwide transport networks. If all future data transmission
will be digital, a limited form of transparency known asdigital
transparencymay be all that is needed, where digital signals
of any bit rates up to a certain limit are accommodated in the
network.

As has been mentioned before, the quality of an optical signal
degrades as it travels “long distances” through several optical
components, e.g., fiber segments, WRSs, EDFAs, etc. Thus,
“long-distance” lightpaths may require signal regeneration at
strategic locations in a nationwide or global WDM network. As
a result, network-design algorithms that perform routing and
wavelength assignment, virtual-topology embedding, wave-
length conversion, etc., must also be mindful of the locations of
the sparse signal regenerators in the network. Such regenerators
or “refueling stations,” which are placed at select locations in
the network, “clean up” the optical WDM signal either entirely
in the optical domain or through an opto-electronic conversion
followed by an electro-optic conversion. Thus, the signal from
the source travels through the network “as far as possible”
before its quality (e.g., BER) drops below a certain threshold,
thereby requiring it to be regenerated at an intermediate node.
The same signal could be regenerated several times in the
network before it reaches the destination.

The following three forms of signal regeneration are avail-
able, in practice [1].

• 1R—(Optical) Regeneration:Simple amplification using
EDFAs or other amplifiers. It provides total data trans-
parency (since amplification process is independent of
signal’s modulation format).

• 2R—Regeneration and Reshaping:In this approach, the
optical signal is converted to an electronic signal which
is then used to directly modulate a laser. Reshaping of
the signal reproduces the original pulse shape of each
bit, eliminating much of the noise. Reshaping applies pri-
marily to digitally modulated signals, but in some cases
may also be applied to analog signals.

• 3R—Regeneration, Reshaping, and Reclocking:In today’s
digital networks (e.g., SONET and SDH), which use op-
tical fiber only as a transmission medium, optical signals
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are amplified by first converting the information stream
into an electronic data signal, and then retransmitting the
signal optically. The reclocking of the signal synchronizes
the signal to its original bit timing pattern and bit rate. Re-
clocking applies only to digitally modulated signals.

Other networking studies which attempt to incorporate
physical-layer device characteristics while attempting to
solve network-layer problems include amplifier placement in
wavelength-routed optical networks [38]–[41].

E. IP Over WDM

The need for high bandwidth in today’s IP-based Internet,
and the promise of WDM to provide this high capacity, is fueling
the current investigations on IP-over-WDM networks. In an
IP-over-WDM network, network nodes employ wavelength-
routing switches (WRSs) and IP routers. Nodes are connected
by fibers to form an arbitrary physical mesh topology. Any
two IP routers in this network can be connected together by
an all-optical WDM channel, called a lightpath, and the set
of lightpaths that are set up form a virtual interconnection
pattern.

A lightpath is a point-to-point all-optical wavelength channel
that connects a transmitter at a source node to a receiver at a
destination node. Using WRSs at intermediate nodes and via
appropriate routing and wavelength assignment, a lightpath can
create virtual (or logical) neighbors out of nodes that are geo-
graphically far apart in the network; thus, a set of lightpaths em-
beds a virtual (or logical) topology on the network. In the virtual
topology, a lightpath carries not only the direct traffic between
the nodes it interconnects, but also traffic from nodes upstream
of the source (including the source) to nodes downstream of the
destination (including the destination). Nodes that are not con-
nected directly in the virtual topology can still communicate
with one another using the “multihop approach,” namely, by
using electronic packet switching at the intermediate nodes in
the virtual topology. This electronic packet-switching function-
ality can be provided by IP routers, ATM switches, etc., leading
to an IP-over-WDM or an ATM-over-WDM network, respec-
tively.

In such an optical WDM network architecture, the failure of
a network component such as a fiber can lead to the failure of all
of the lightpaths that traverse the failed fiber. Since each light-
path is expected to operate at a rate of few Gb/s, a fiber failure
can lead to a significant loss of bandwidth and revenue. For an
IP-over-WDM network, two methods for providing protection
are as follows: 1) provide protection at the WDM layer (i.e., set
up a backup lightpath for every primary lightpath), or 2) pro-
vide restoration at the IP layer (i.e., overprovision the network
so that, after a fiber cut, the network should still be able to carry
the same amount of traffic as it was carrying before the fiber
cut). (See, for example, [29] for a study of WDM protection
versus IP restoration.)

We speculate some important tasks in designing
IP-over-WDM networks to the following.

1) IP/WDM Interface:Develop a WDM interface that can
work with today’s IP (IPv4, IPv6, RSVP, etc.); such a so-

lution may be suboptimal, but necessary if optical WDM
is to be deployed in the Internet.

2) Enhanced WDM Interfaces:Develop an improved ver-
sion of IP (which we call IPvWDM) that can exploit the
characteristics of WDM; develop an improved version
of TCP (TCPvWDM) that can allow some applications
to “vertically cut-through” the IP layer if necessary; de-
velop the appropriate NC&M interfaces including inter-
faces for legacy protocols such as frame relay, and for
some applications to directly access the WDM layer (by-
passing TCP and IP) if necessary; and support broadband
local trunking, i.e., provide all-optical, “fat bit pipes” to
high-capacity end-users.

3) Interoperability: Support multiple WDM back-
bones—each as anautonomous system (AS)with its
own internal protocols—and support interoperability
among them viaborder gateways (BGs), using wave-
length conversion, etc. Thus, many Internet concepts can
carry over to the NGI.

F. Traffic Grooming in WDM Ring Networks

Traffic grooming is a term used to describe how different
(low-speed) traffic streams are packed into higher-speed
streams. In a WDM/SONET ring network, each wavelength
can carry several lower-rate traffic streams in TDM fashion.
The traffic demand, which is an integer multiple of the timeslot
capacity, between any two nodes is established on several TDM
virtual connections. A virtual connection needs to be added and
dropped only at the two end nodes of the connection; as a result,
the electronic add/drop multiplexors (ADMs) at intermediate
nodes (if there are any) will electronically bypass this timeslot.
Instead of having an ADM on every wavelength at every node,
it may be possible to have some nodes on some wavelength
where no add/drop is needed on any time slot; thus, the total
number of ADMs in the networks (and hence the network cost)
can be reduced. Under the static traffic pattern, the savings can
be maximized by carefully packing the virtual connections into
wavelengths, and quite a bit of work on this subject has been
reported in the literature [42]–[48].

In [49], extension of the traffic-grooming problem in a
single ring network is studied. Arbitrary (nonuniform) traffic
is allowed and a formal mathematical definition of the problem
is presented, which turns out to be an integer linear program
(ILP). Then, a simulated-annealing-based heuristic algorithm is
proposed for the case where all the traffic is carried on directly
connected virtual connections (referred to as the “single-hop”
case). Also studied is the case where a hub node is used to
bridge traffic from different wavelengths (referred to as the
multihop case). The simulated-annealing-based approach was
found to achieve the best results in most cases relative to
other comparable approaches proposed in the literature. In
general, a multihop approach can achieve better equipment
savings when the grooming ratio is large, but it consumes
more bandwidth. In [49], traffic grooming in interconnected
multi-WDM rings is examined. In typical telecommunication
networks, multiple rings are interconnected together to provide
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large geographical coverage. The two problems of how to
interconnect WDM ring networks as well as how to groom
the traffic in interconnected rings are addressed in [49]. Not
much research has been reported in this area so far. The
work in [49] first proposes several WDM-ring interconnection
strategies; then, it formulates the traffic-grooming problems
for the proposed architectures. Two heuristic traffic-grooming
algorithms are proposed for the cases of optically intercon-
nected and hierarchical network architectures. It is found that
the optically interconnected strategy achieves the best ADM
savings; however, the hierarchical architecture is suitable for
general physical network topologies and it provides moderate
ADM savings. A pure digital-crossconnect scheme uses fewest
wavelengths among all proposed interconnecting strategies,
but it requires more network-wide ADMs.

G. Optical Packet-Switched Networks

As telecommunications and computer communications con-
tinue to converge, the data traffic is gradually exceeding the
telephony traffic. This means that many of the existing circuit-
switched networks will need to be upgraded to support packet-
switched data traffic. While WDM has provided us an opportu-
nity to multiply the network capacity, current optical switching
technologies allow us to rapidly deliver the enormous band-
width of WDM networks. Among all the switching schemes,
photonic packet switching appears to be a strong candidate be-
cause of the high speed, data rate/data format transparency and
configurability it offers. The goal of this area of research is
to investigate critical issues involved in designing and imple-
menting photonic packet-switched networks, and, through com-
puter simulation and hardware experiments, find suitable solu-
tions. Please see [50] for a tutorial on this subject.

The field of optical packet switching inevitably involves
fast switch fabrics and other devices to facilitate a real-time,
packet-by-packet switching functionality. However, for our
purposes here, we will focus on network-level issues, such
as architectures, network protocols, network control and
management, etc. The fact that there is no available optical
random-access memory (RAM) imposes a major difference
between the design of an optical packet network and an
electronic one. Instead of random-access memories, optical
buffers (or delay-lines) are used to resolve contentions or adjust
the packets’ position in time. Research on this subject needs
to search for ways to build a packet switched network which
will offer significant flexibility without sacrificing the network
utilization.

Contention resolution has a great impact on network per-
formance in terms of packet-loss ratio, average packet delay,
average hop distance, and network throughput. In a WDM
optical packet-switched network, we have three domains to
explore contention-resolution schemes: wavelength, space,
and time. We can use any combination of wavelength con-
version, path (space) deflection, and optical delay-lines to
resolve contention. Each scheme has its own advantages and
disadvantages: wavelength conversion is very efficient and able
to resolve contention without introducing extra delay to the

packet, but it is expensive to implement and no full-range wave-
length converters are available today. Path deflection has the
lowest cost since it shifts the burden of resolving contention to
the whole network while lowering network overall throughput.
Optical delay-lines (time buffering) has medium cost. It might
introduce nonnegligible delay to the packet, depending on the
packet length.

The first choice (wavelength conversion) achieves the same
propagation delay and number of hops as the optimal case, and
eliminates the difficulties in sequencing multiple packets. From
this perspective, wavelength conversion is a very attractive so-
lution compared to path deflection or time-buffering.

In limited delay buffering, a packet may be routed through a
local fiber delay line and recirculated back into an input port of
the same node. At that point, the header content will be read and
routing will be attempted again. Because the packets may not be
aligned, the choice of the length of the delay line may be arbi-
trary; however, there will be a tradeoff between the contention-
resolution efficiency versus the minimum optical latency. A lim-
ited number of delay buffer lines may need to be incorporated
in a node, and multiple wavelengths are accommodated in each
delay buffer line.

With path deflection, it is important to prevent a packet from
“wandering” in the network for a long time. The existing IP
effectively utilizes the time-to-live (TTL, or maximum number
of hops) field in the header to control the maximum number of
hops an IP packet traverses. Similarly, deploying a TTL field
in the optical packet header is an important consideration for
loop-prevention and avoiding excessive path deflections.

Should optical packet-switched networks be synchronous or
asynchronous? In synchronous packet-switched networks, all
packets are of the same length, and all packets entering and
leaving a switch are aligned. This improves the contention-res-
olution efficiency, but it requires additional cost in terms of
hardware (packet synchronizers) and constraints (equal-length
packets). These costs are absent from an asynchronous packet-
switched network, which can allow packets of arbitrary lengths;
however, the network’s contention-resolution efficiency can be
quite low. The synchronous or asynchronous tradeoff in optical
packet-switched networks requires further careful investigation.

VIII. C ONCLUSION

The objective of this paper was to provide an overview of the
researchanddevelopment work in the areaofoptical networking.
Because of the large amount of activity on this subject over the
past dozen years, capturing the important and most significant
developments in a concise format is a challenging task; thus, I
apologize if I inadvertently left out some contributions which
you (the reader) would consider to be more important. This paper
summarized the basic optical-networking approaches (focusing
on functionalities of various devices and technologies rather
than exact vendor implementations), reported on the WDM
deploymentstrategiesof twomajorU.S.carriers,discussedphys-
ical-layer impairments which may strongly influence network
architectures, and outlined the current research and development
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trends on WDM optical networks, focusing mainly on the core
(long-haul) wide-area network.
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