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Advanced 
Multimodal Machine Learning 

Lecture 1.2: Challenges and 

applications 



Objectives 

 Identify the 5 technical challenges in multimodal 

machine learning 

 Identify tasks/applications of multimodal 

machine learning 

 Knowledge of available datasets to tackle the 

challenges 

 Appreciation of current state-of-the-art 
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Research and 

technical challenges 



Challenge 1 - Multimodal representation 

 “Computer interpretable description 

of the multimodal data (e.g., vector, 

tensor)” 

 Missing modalities 

 Heterogeneous data (symbols vs 

signals) 

 Static vs. sequential data 

 Different levels of noise 

 Focus throughout the course, 

particularly weeks 3-7 
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Challenge 1 - Multimodal representation types 

Modality 1 Modality 2 

Representation 

Joint representations: A 

Coordinated representations: B 

Modality 1 Modality 2 

Repres 2 Repres. 1 

 Simplest version: modality 

concatenation (early fusion) 

 Can be learned supervised 

or unsupervised 

 Similarity-based methods 

(e.g., cosine distance) 

 Structure constraints (e.g., 

orthogonality, sparseness) 

 Multimodal factor analysis 



Challenge 2 - Multimodal Translation / Mapping 

Translation / mapping:  

“Process of changing data from 

one modality to another” 

Challenges:  

I. Different representations 

II. Multiple source modalities 

III. Open ended translations 

IV. Subjective evaluation 

V. Repetitive processes 

 

 Visual animations 

 Image captioning 

 Speech synthesis 



Challenge 2 - Multimodal Translation / Mapping 

 Two major types 

 Example based 

 Generative 

 Focus of some of the 

invited talks and Week 4, 

5, 9 

 

Modality 1 

Bounded (example based) translations: A 

Open-ended (generative) translations: B 

Modality 2 

Modality 1 

Modality 2 

w1 w2 w3 



Challenge 3 - Alignment 

 Alignment of (sub)components of 

multimodal signals 

 Examples 

 Images with captions 

 Recipe steps with a how-to video 

 Phrases/words of translated sentences 

 Two types 

 Explicit – alignment is the task in itself 

 Latent – alignment helps when solving a 

different task (for example “Attention” 

models) 

 Focus of week 9 
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Challenge 4 - Multimodal Fusion 

 Process of joining information from two or more modalities to 

perform a prediction  

 One of the earlier and more established problems 

 e.g. audio-visual speech recognition, multimedia event detection, 

multimodal emotion recognition 

 Two major types 

 Model Free 

 Early, late, hybrid 

 Model Based 

 Kernel Methods 

 Graphical models 

 Neural networks 

 Focus of Week 12 Modality 1 Modality 2 Modality 3

Prediction

Fancy 
algorithm



Challenge 5 – Co-learning 

 How can one modality help 

learning in another modality? 

 One modality may have more 

resources 

 Bootstrapping or domain 

adaptation 

 Zero-shot learning 

 How to alternate between 

modalities during learning? 

 Co-training (term introduced by 

Avrim Blum and Tom Mitchell from 

CMU) 

 Transfer learning 
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Core research problems recap 

 Representations 
 Unimodal vs Multimodal 

 Joint vs Coordinated 

 Complementary (redundancy)  vs Supplementary (adds 
extra) 

 Alignment 
 Latent vs Explicit 

 Translation  
 Example based vs Generative 

 Fusion 
 Model free vs Model-full 

 Co-learning 
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Actual tasks and 

datasets 



Real world tasks tackled by MMML 

 Affect recognition 

 Emotion 

 Personality traits 

 Sentiment 

 Media description 

 Image captioning 

 Video captioning 

 Visual Question Answering 

 Event recognition 

 Action recognition 

 Segmentation 

 Multimedia information retrieval 

 Content based/Cross-media 



Affect recognition 

 Emotion recognition 

 Categorical emotions – happiness, sadness, etc. 

 Dimensional labels – arousal, valence 

 Personality/trait recognition 

 Not strictly affect but human behavior 

 Big 5 personality 

 Sentiment analysis 

 Opinions 



Affect recognition dataset 1 

 AFEW – Acted Facial Expressions in the 

Wild (part of EmotiW Challenge) 

 Audio-Visual emotion labels – acted 

emotion clips from movies 

 1400 video sequences of about 330 

subjects 

 Labelled for six basic emotions + neutral 

 Movies are known, can extract the 

subtitles/script of the scenes 

 Part of EmotiW challenge 

https://cs.anu.edu.au/few/AFEW.html
https://sites.google.com/site/emotiw2016/


Affect recognition dataset 2 

 Three AVEC challenge datasets 2011/2012, 

2013/2014, 2015, 2016 

 Audio-Visual emotion recognition 

 Labeled for dimensional emotion (per 

frame) 

 2011/2012 has transcripts 

 2013/2014/2016 also includes depression 

labels per subject 

 2013/2014 reading specific text in a subset 

of videos 

 2015/2016 includes physiological data 

AVEC 2011/2012 

AVEC 2013/2014 

AVEC 2015/2016 

http://sspnet.eu/avec2011/challenge-data/
http://sspnet.eu/avec2014/challenge-guidelines/
http://sspnet.eu/avec2015/challenge-guidelines/
http://sspnet.eu/avec2015/challenge-guidelines/


Affect recognition dataset 3 

 The Interactive Emotional Dyadic Motion 

Capture (IEMOCAP) 

 12 hours of data 

 Video, speech, motion capture of face, text 

transcriptions 

 Dyadic sessions where actors perform 

improvisations or scripted scenarios 

 Categorical labels (6 basic emotions plus 

excitement, frustration) as well as dimensional 

labels (valence, activation and dominance) 

 Focus is on speech 

http://sail.usc.edu/iemocap/


Affect recognition dataset 4 

 Persuasive Opinion Multimedia (POM)  

 1,000 online movie review videos 

 A number of speaker traits/attributes 

labeled – confidence, credibility, passion, 

persuasion, big 5…  

 Video, audio and text 

 Good quality audio and video recordings 



 Multimodal Corpus of Sentiment 
Intensity and Subjectivity 
Analysis in Online Opinion 
Videos (MOSI) 

 89 speakers with 2199 opinion 
segments 

 Audio-visual data with 
transcriptions 

 Labels for sentiment/opinion  

 Subjective vs objective 

 Positive vs negative 

Affect recognition dataset 4 

https://docs.google.com/forms/d/e/1FAIpQLSd8LfYr1AZuxeNBNlRUwl8coSoB52qj53Wd9WTwoWEplC4djQ/viewform?c=0&w=1


Affect recognition technical challenges 

 What technical problems could be addressed? 

 Fusion 

 Representation 

 Translation 

 Co-training/transfer learning 

 Alignment (after misaligning) 

 



Affect recognition state of the art 

 AVEC 2015 challenge winner: 

 Multimodal Affective Dimension Prediction Using Deep 

Bidirectional Long Short-Term Memory Recurrent Neural 

Networks 

 Will learn more about such models in week 4 



Affect recognition state of the art 2 

 EmotiW 2016 winner 

 Video-based Emotion Recognition Using CNN-

RNN and C3D Hybrid Networks  



Media description 

 Given a piece of media (image, video, audio-

visual clips) provide a free form text description 

 Earlier work looked at classes/tags/etc. 



Media description dataset 1 – MS COCO 

 Microsoft Common Objects in COntext (MS COCO) 

 120000 images 

 Each image is accompanied with five free form sentences 

describing it (at least 8 words) 

 Sentences collected using crowdsourcing (Amazon Mechanical 

Turk) 

 Also contains object detections, boundaries and keypoints 

 

http://mscoco.org/dataset/


Media description dataset 1 – MS COCO 

 Has an evaluation server 

 Training and validation - 80K images (400K 

captions) 

 Testing – 40K images (380K captions), a subset 

contains more captions for better evaluation, these 

are kept privately (to avoid over-fitting and cheating) 

 Evaluation is difficult as there is no one “correct” answer 

for describing an image in a sentence 

 Given a candidate sentence it is evaluated against a set 

of “ground truth” sentences 

 

 

 

 



State-of-the-art on MS COCO 

 A challenge was done with actual human 

evaluations of the captions (CVPR 2015) 

http://mscoco.org/dataset/


State-of-the-art on MS COCO 

 A challenge was done with actual human 

evaluations of the captions (CVPR 2015) 

http://mscoco.org/dataset/


State-of-the-art on MS COCO 

 What about automatic evaluation? 

 Human labels are expensive… 

 Have automatic ways to evaluate 

 CIDEr-D, Meteor, ROUGE, BLEU 

 How do they compare to human evaluations 

 No so well … 

 



State-of-the-art on MS COCO 

 Currently best results are: 

 Google - Show and Tell: A Neural Image Caption 

Generator 

 MSR – From Captions to Visual Concepts and 

Back 

 Nearest neighbor does surprisingly well on the 

automatic evaluation benchmarks 

 Humans perform badly on automatic evaluation 

metrics (shows something about the metrics) 
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Media description dataset 2 - Video captioning 

 MPII Movie Description dataset 
 A Dataset for Movie Description 

 Montréal Video Annotation dataset 
 Using Descriptive Video Services to Create a Large Data Source for Video 

Annotation Research  

http://www.mpi-inf.mpg.de/departments/computer-vision-and-multimodal-computing/research/vision-and-language/mpii-movie-description-dataset/
http://www.mila.umontreal.ca/Home/public-datasets/montreal-video-annotation-dataset/
http://www.mila.umontreal.ca/Home/public-datasets/montreal-video-annotation-dataset/


Media description dataset 2 - Video captioning 

 Both based on audio descriptions for 

the blind (Descriptive Video Service - 

DVS tracks) 

 MPII – 70k clips (~4s) with 

corresponding sentences from 94 

movies 

 Montréal – 50k clips (~6s) with 

corresponding sentences from 92 

movies 

 Not always well aligned 

 Quite noisy labels 

 Single caption per clip 

 



Media description dataset 2 - Video captioning 

 Large Scale Movie Description and Understanding Challenge (LSMDC) 

 Combines both of the datasets and provides three challenges 

 Movie description 

 Movie annotation and Retrieval 

 Movie Fill-in-the-blank 

 Nice challenge, but beware 

 Need a lot of computational power 

 Processing will take space and time 

https://sites.google.com/site/describingmovies/home


Video description state-of-the-art 

 Good source for results - Describing and Understanding Video & 

The Large Scale Movie Description Challenge (LSMDC), hosted at 

ECCV 2016 and ICCV 2015 

 Video Captioning and Retrieval Models with Semantic Attention  

 Video Description by Combining Strong Representation and a 

Simple Nearest Neighbor Approach 

https://sites.google.com/site/describingmovies/home
https://sites.google.com/site/describingmovies/lsmdc-2016
https://sites.google.com/site/describingmovies/workshop-at-iccv-15


 http://allenai.org/plato/charades/  

 9848 videos of daily indoors activities 

 267 different users 

 Recording videos at home 

 Home quality videos 

Charades Dataset –video description dataset 

http://allenai.org/plato/charades/


Media Description dataset 3 - VQA 

 Task - Given an image and a question answer 

the question (http://www.visualqa.org/) 



Media Description dataset 3 - VQA 

 Real images 

 200k MS COCO images 

 600k questions 

 6M answers  

 1.8M plausible answers 

 Abstract images 

 50k scenes 

 150k questions 

 1.5M answers 

 450k plausible answers 



VQA state-of-the-art 

 Multimodal Compact Bilinear Pooling for Visual Question Answering and 

Visual Grounding 

 Winner is a representation/deep learning based model 

 Currently good at yes/no question, not so much free form and counting 



 Just guessing without an image lead to ~51% accuracy 

 So the V in VQA “only” adds 14% increase in accuracy 

 VQA v2.0 is attempting to address this 

 Does not seem to be released just yet   

VQA 2.0 

http://www.visualqa.org/vqa_v2.html


 Generate an image description in a target language, given 

an image an one or more descriptions in a source language 

 http://www.statmt.org/wmt16/multimodal-task.html 

 30K multilingual captioned images (German and English) 

Multimodal Machine Translation 

http://www.statmt.org/wmt16/multimodal-task.html
http://www.statmt.org/wmt16/multimodal-task.html
http://www.statmt.org/wmt16/multimodal-task.html


Media description technical challenges 

 What technical problems could be addressed? 

 Translation 

 Representation 

 Alignment 

 Co-training/transfer learning 

 Fusion 



Event detection 

 Given video/audio/ text 

detect predefined events or 

scenes 

 Segment events in a stream 

 Summarize videos 



Event detection dataset 1 

 What’s Cooking - cooking action dataset 

 melt butter, brush oil, etc. 

 taste, bake etc.   

 Audio-visual, ASR captions 

 365k clips 

 Quite noisy 

 Surprisingly many cooking 

datasets: 

 TACoS, TACoS Multi-Level, 

YouCook 

https://github.com/malmaud/whats_cookin
http://www.coli.uni-saarland.de/projects/smile/page.php?id=tacos
https://www.mpi-inf.mpg.de/departments/computer-vision-and-multimodal-computing/research/vision-and-language/tacos-multi-level-corpus/
https://www.mpi-inf.mpg.de/departments/computer-vision-and-multimodal-computing/research/vision-and-language/tacos-multi-level-corpus/
https://www.mpi-inf.mpg.de/departments/computer-vision-and-multimodal-computing/research/vision-and-language/tacos-multi-level-corpus/
http://www.cse.buffalo.edu/~jcorso/r/youcook/


Event detection dataset 2 

 Multimedia event detection 

 TrecVid Multimedia Event Detection (MED) 2010-

2015 

 One of the six TrecVid tasks 

 Audio-visual data 

 Event detection 

http://nist.gov/itl/iad/mig/med14.cfm


Event detection dataset 3 

 Title-based Video 

Summarization dataset 

 50 videos labeled for 

scene importance, can be 

used for summarization 

based on the title 

https://webscope.sandbox.yahoo.com/catalog.php?datatype=i&did=72
https://webscope.sandbox.yahoo.com/catalog.php?datatype=i&did=72
https://webscope.sandbox.yahoo.com/catalog.php?datatype=i&did=72
https://webscope.sandbox.yahoo.com/catalog.php?datatype=i&did=72


Event detection dataset 4 

 MediaEval challenge datasets 

 Affective Impact of Movies (including Violent 

Scenes Detection) 

 Synchronization of Multi-User Event Media 

 Multimodal Person Discovery in Broadcast TV 

 

http://multimediaeval.org/mediaeval2015/


Event detection technical challenges 

 What technical problems could be addressed? 

 Fusion 

 Representation 

 Co-learning 

 Mapping 

 Alignment (after misaligning) 

 



Cross-media retrieval 

 Given one form of media retrieve related forms of media, 

given text retrieve images, given image retrieve relevant 

documents 

 Examples: 

 Image search 

 Similar image search 

 Additional challenges 
 Space and speed considerations 
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Cross-media retrieval datasets 

 MIRFLICKR-1M 
 1M images with associated tags and captions 

 Labels of general and specific categories 

 NUS-WIDE dataset 

 269,648 images and the associated tags from Flickr, with a 

total number of 5,018 unique tags; 

 Yahoo Flickr Creative Commons 100M 

 Videos and images 

 Wikipedia featured articles dataset 

 2866 multimedia documents (image + text) 

 Can also use image and video captioning datasets 

 Just pose it as a retrieval task 

http://press.liacs.nl/mirflickr/
http://press.liacs.nl/mirflickr/
http://press.liacs.nl/mirflickr/
http://lms.comp.nus.edu.sg/research/NUS-WIDE.htm
http://lms.comp.nus.edu.sg/research/NUS-WIDE.htm
http://lms.comp.nus.edu.sg/research/NUS-WIDE.htm
https://webscope.sandbox.yahoo.com/catalog.php?datatype=i&did=67
http://www.svcl.ucsd.edu/projects/crossmodal/


Cross-media retrieval challenges 

 What technical problems could be addressed? 

 Representation 

 Translation 

 Alignment 

 Co-learning 

 Fusion 
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Technical issues 

and support 



Challenges 

 To those used to only dealing with text or speech 

 Space will become an issue working with image and video 

data 

 Some datasets are in 100s of GB (compressed) 

 Memory for processing it will become an issue as well 

 Won’t be able to store it all in memory 

 Time to extract features and train algorithms will also 

become an issue 

 Plan accordingly! 

 Sometimes tricky to experiment on a laptop (might need to do 

it on a subset of data) 

 



Available tools 

 Use available tools in your research groups 

 Or pair up with someone that has access to them 

 Find a GPU! 

 We will be getting AWS credit for some extra 

computational power 

 Will allow for training in the cloud 

 Google Cloud Platform credit as well 



 Let us know 

 what challenge and dataset interests you 

 What computational power you have available 

 Instructions how to do this will be sent today/tomorrow - Piazza 

 Will reserve 10 minutes next week for “speed dating” and 

finding partners for projects 

 Reading group assignment 

 Representation Learning: A Review and New Perspectives 

 Questions announced on Friday 

 Answer using Gradescope (instructions will follow soon) 

Before next class 

http://www.cl.uni-heidelberg.de/courses/ws14/deepl/BengioETAL12.pdf


Reference book for the course 

 Good reference source 

 Is not focused on multimodal but good primer for deep 

learning 

 http://www.deeplearningbook.org/ 

 

http://www.deeplearningbook.org/

