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Today's Agenda
● What if we want to translate between languages?
● What if we want to embed things in different 

languages?
● What if we want to use language diversity to help us 

learn?
● How can we incorporate multi-modal information in 

multi-lingual tasks?

Note: this is a non-exhaustive
survey focusing on recent work.

Use it as a starting point.
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Translation
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Statistical Machine Translation

kare wa ringo wo tabeta .

He ate an apple .

F =

E =

Probability model: P(E|F;Θ)

Parameters
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Basic Idea: Calculate Probability 
of Next Word and argmax

F = watashi wa kouen wo shiteimasu
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In Other Words, Translation Can 
be Formulated As:

A Probabilistic Model

A Translation Algorithm

P(E∣F )=∏i=1

I+1

P(ei∣F ,e1
i−1

)

i = 0
while e

i
 is not equal to “</s>”:

i ← i+1
 e

i
 ← argmax

e
 P(e

i
|F, e

1,i-1
)

Big question: How to
estimate this probability?
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Encoder-Decoder Model [Sutskever+ 14]

kouen

● Estimate                             with long short-term memory 
(LSTM) recurrent neural nets 

● Encoder generates vector representation of source

● Decoder predicts probabilities and takes argmax

givewo
okonai
masu </s> a talk

P(ei∣F ,e1
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)

P(e1∣F )
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2
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3
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give
argmax
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Attentional Nets
[Bahdanau+ 15]

● While translating, decide which word to “focus” on

kouen wo
okonai
masu </s>
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Exciting Results!

● IWSLT 2015: 
Best results on de-en

● WMT 2016: 
Best results on most language pairs

● WAT 2016: 
Best results on most language pairs

● Commercial deployment in 2016
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What Do/Don't We Know in 2017?
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Modeling
● Modeling: How do we define P(E|F;Θ)? 
● Attentional nets→new standard? [Bahdanau+15, Luong+15]
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Character-based, Subword-based 
Models

● Character-based word representations [Ling+2015]

● Subword segmentations models [Sennrich+2016]

● Purely character-based translation [Chung+2016]



  13

Recent Developments in Multilingual Modeling

Better Alignment/Representation
● Models of coverage, reordering, etc. [Cohn+16]

● Better representation
● Convolutional neural networks [Kalchbrenner+13]
● Tree-based networks [Eriguchi+16]
● Multiple time-scale networks [Chung+16,Duong+16]

watshi    wa    kouen     wo    okonau
  OK       OK  TODO   TODO  TODO
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Incorporating External 
Knowledge

● External translation lexicons [Arthur+16]

● Phrase tables [Tang+16]

okonau → do 0.7
okonau → give 0.3

NMT
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Learning
● Learning: How do we learn Θ?
● NMT standard → maximum likelihood over 

a bilingual corpus
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Optimizing Evaluation Metrics
● Directly optimize BLEU, METEOR, etc.

● Methods
● Reinforcement learning [Ranzato+15]
● Minimum risk training [Shen+16]
● Beam search optimization [Wiseman+16]

NMT
giving a talk
talk a do
I am giving a talk

0.4
0.1
1.0

small negative
large negative
large positive

eval gradient
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Multilingual Learning
● How do we utilize information from all of the languages 

in the world to create better systems?
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Separate Encoder/Decoders
[Dong+15, Firat+16]

● One encoder or decoder for each language
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Shared Encoder/Decoder
[Johnson+16,Ha+16]

● Share the encoders and decoders for each, add a 
symbol for the target language

Hello, how are you? -> ¿Hola como estás?

<es> Hello, how are you? -> ¿Hola como estás?
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Shared Semantic Space?
[Johnson+ 16]
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Or Not...
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Transfer Learning
[Zoph+16]
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Transfer Learning
[Zoph+16]
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Cross-lingual Bridging
[Tsvetkov+16]

● translating out-of-vocabulary words using cross-lingual 
bridges

● modeling cross-lingual phonology, morphology, syntax, 
semantics

● transfer learning for resource-poor languages
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Multi-lingual Embedding
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Word Embedding
● e.g. skip-gram, CBOW model [Mikolov+13]
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Cross-lingual Consistency in 
Word Embeddings [Mikolov+13]
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Bilingual Embeddings: Maximizing 
Correlation [Faruqui+14]

● Take existing embeddings, try to project them onto a 
space that matches bilingual dictionary
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Translation-invariant Matrix 
Decomposition [Huang+15]

● Perform matrix decomposition to minimize word-
context and cross-lingual objectives
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Massively Multi-lingual 
Embedding

[Ammar+16] 
● Not just 2, but many languages
● MultiCluster: cluster together words in different 

languages, learn over clusters
● MultiCCA: use English as an anchor language, 

project all language vectors to English 
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Benefit of Learning Embeddings 
Multilingually [Faruqui+14]
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Quantitative Results/Applications
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Learning from Multiple 
Languages for NLP
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Polyglot Language Models 
[Tsvetkov+16]

● multilingual phonetic language models
● multilingual distributed representations of words and 

phrases 
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Investigating Language Vectors
[Östling+17]
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Multi-lingual POS Tagging 
[Plank+16]

● Multilingual training with byte and character inputs
● Predict frequency bin as auxiliary loss
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Multilingual Named Entity 
Recognition [Bharadwaj+16]

● Use how words sound to map between languages
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Multi-lingual Parsing
[Ammar+16]

● Train a single parser for many languages
● Use multi-lingual word embeddings 
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Multi-modal Translation Models
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Speech Translation

ASR

こんにちは、駅はどこですか？
MT

Hello, where is the station?

TTS
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Incorporating Uncertainty 
of Speech [Sperber+17]
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Direct Speech-to-text 
Translation [Weiss+17]
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Real-time Simultaneous 
Translation [Gu+17]
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Translating Prosodic Features 
[Do+17]
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Image-augmented 
Translation [Huang+16]
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Multi-modal Pivots
[Hitschler+16]
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