Chapter 5

De Rham Cohomology

“Hydrodynamics procreated complex
analysis, partial differential equations,
Lie groups and algebra theory,
cohomology theory and scientific
computing.”

Viadimir Arnold

In Chapter 3, we discussed closed and exact forms. As a reminder, a smooth k-form
w on a smooth manifold M is closed if dw = 0 on M, and is exact if w = dy for some
smooth (k — 1)-form 7 defined on the whole M.

By the fact that d> = 0, an exact form must be closed. It is then natural to ask
whether every closed form is exact. The answer is no in general. Here is a counter-
example. Let M = IR?\{(0,0)}, and define
Y 4 X

22 Ter Y

It can be computed easily that dw = 0 on M, and so w is closed.

5 dy.

However, we can show that w is not exact. Consider the unit circle C parametrized
by (x,y) = (cost,sint) where 0 < t < 27, and also the induced 1-form *w (where
t: C — M). By direct computation, we get:

27 sin t cost
]{ fw = / ————————-d(cost) + —————d(sint) = 2.
C 0 cos? t + sin” t cos2 t + sin” t

If w were exact, then w = df for some smooth function f : M — R. Then, we would

have:
fro=fran=facn= [T a

Since t = 0 and t = 27T represent the same point on C, by Fundamental Theorem of
Calculus, we finally get:

y{ Fw=0

JC

which is a contradiction! Therefore, w is not exact on R?\{(0,0)}.

Heuristically, de Rham cohomology studies “how many” smooth k-forms defined
on a given manifold M are closed but not exact. We should refine the meaning of “how
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130 5. De Rham Cohomology

many”. Certainly, if 7 is any (k — 1)-form on M, then w + dy is also closed but not
exact. Therefore, when we “count” how many smooth k-forms on M which are closed
but not exact, it is fair to group w and w + dy’s together, and counted them as one.
In formal mathematical language, equivalence classes are used as we will discuss in
detail. It turns out that the “number” of closed, not exact k-forms on a given M is a
related to the topology of M!

In this chapter, we will learn the basics of de Rham cohomology, which is a
beautiful topic to end the course MATH 4033.

5.1. De Rham Cohomology

Let M be a smooth manifold (with or without boundary). Recall that the exterior
derivative d is a linear map that takes a k-form to a (k + 1)-form, i.e. d : AKT*M —
ARFLT* M. We can then talk about the kernel and image of these maps. We define:

ker (d: AMT*M — AFIT"M) = {w € AFT*M : deo = 0}
= {closed k-forms on M}

Im (d AT M - /\kT*M> = {w e AFT*M : w = dy for some 7 € AF1T* M}
= {exact k-forms on M}

In many occasions, we may simply denote the above kernel and image by ker(d) and
Im (d) whenever the value of k is clear from the context.

By d? = 0, it is easy to see that:
Im (d: AMTITPM — AMT*M) C ker (4 AFT*M — AT M)

If all closed k-forms on a certain manifold are exact, then we have Im (d) = ker(d).
How “many” closed k-forms are exact is then measured by how Im (d) is “smaller”
than ker(d), which is precisely measured by the size of the quotient vector space
ker(d)/Im (d). We call this quotient the de Rham cohomology group'.

Definition 5.1 (de Rham Cohomology Group). Let M be a smooth manifold. For any
positive integer k, we define the k-th de Rham cohomology group of M to be the quotient
vector space:

ker (d  ART*M Ak+lT*M)

HiR (M) == .
ar(M) =0 (d : ANE-1T*M — NFT*M)

Remark 5.2. When k = 0, then AKT*M = AOT*M = C*°(M,R) and AF~1T*M is not
defined. Instead, we define

HO (M) = ker (d :C®°(M,R) — /\1T*M> = {f € C°(M,R) : df = 0},

which is the vector space of all locally constant functions on M. If M has N connected
components, then a locally constant function f is determined by its value on each of
the components. The space of functions {f : df = 0} is in one-to-one correspondence
an N-tuple (ky,...,ky) € RN, where k; is the value of f on the i-th component of M.
Therefore, HgR(M) ~ RN where N is the number of connected components of M. [J

LA vector space is also a group whose addition is the vector addition. Although it is more appropriate or precise to call
the quotient the “de Rham cohomology space”, we will follow the tradition to call it a group.
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5.1.1. Quotient Vector Spaces. Let’s first review the basics about quotient vector
spaces in Linear Algebra. Given a subspace W of a vector space V, we can define
an equivalence relation ~ by declaring that v; ~ v; if and only if v;1 — v, € W. For
example, if W is the x-axis and V is the xy-plane, then two vector v; and v; are
equivalent under this relation if and only if they have the same j-component.

For each element v € V (the bigger space), one can define an equivalence class:
:={ueV:iu~rv}={uecV:u—veW}
which is the set of all vectors in V that are equivalent to v. For example, if W is the
x-axis and V is IR?, then the class [(2,3)] is given by:
[(2,3)] ={(x,3) : x € R}

which is the horizontal line {y = 3}. Similarly, one can figure out [(1,3)] = [(2,3)] =
[(3,3)] = ...as well, but [(2,3)] # [(2,2)], and the latter is the line {y = 2}.

The quotient space V /W is defined to be the set of all equivalence classes, i.e.

V/W:={[v]:veV}.
For example, if V is R? and W is the x-axis, then V /W is the set of all horizontal lines
in IR. For finite dimensional vector spaces, one can show (see Exercise 5.1) that
dim(V/W) =dimV —dim W,

and so the “size” (precisely, the dimension) of the quotient V /W measures how small
W is when compared to V. In fact, if the bases of V and W are suitably chosen, we can
describe the basis of V /W in a precise way (see Exercise 5.1).

Exercise 5.1. Let W be a subspace of a finite dimensional vector space V. Suppose

{wy, ..., w} is a basis for W, and {wy, ..., w,v1,...,0;} is a basis for V (Remark:

given any basis {wy, ..., wy} for the subspace W, one can always complete it to

form a basis for V).

(a) Show that given any vector Eé‘zl x;W; + Z§:1 Bjv; € V, the equivalence class
represented by this vector is given by:

k l k l l
o] - {Es i ew) =[]
i= = 1= = -

(b) Hence, show that {[v1],...,[v;]} is a basis for V/W, and so
dimV/W =1=dimV — dim W.

Exercise 5.2. Given a subspace W of a vector space V, and define an equivalence
relation ~ by declaring that v; ~ v; if and only if v; — v, € W. Show that the
following are equivalent:

1) u € [v]
@ u—veW
©) [u] = [0]

5.1.2. Cohomology Classes and Betti numbers. Recall that the k-th de Rham
cohomology group HﬁR(M), where k > 1, of a smooth manifold M is defined to be the
quotient vector space:

ker (d : ART*M Ak+1T*M)
" Im (d: AEIT*M — AFT*M)

Hir(M) :
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Given a closed k-form w, we then define its equivalence class to be:
[w] := {0 : &' — w is exact}
= {w' : W' = w4 dy for some 5 € ANFTIT* M}
= {w+dn:ye NIT* M},

An equivalence class [w] is called the de Rham cohomology class represented by (or
containing) w, and w is said to be a representative of this de Rham cohomology class.

By Exercise 5.1, its dimension is given by
dim HYL (M)
= dimker (d : ANT*M — AIT*M) —dimIm (d: AIT"M - AFT*M)
provided that both kernel and image are finite-dimensional.

Therefore, the dimension of HSR(M) is a measure of “how many” closed k-forms
on M are not exact. Due to the importance of this dimension, we have a special name
for it:

Definition 5.3 (Betti Numbers). Let M be a smooth manifold. The k-th Betti number
of M is defined to be:
b (M) := dim Hig (M).

In particular, by(M) = dim Hj (M) is the number of connected components of M.
In case when M = R?\{(0,0)}, we discussed that there is a closed 1-form
wo Y dx + xdy
X2 +y?

defined on M which is not exact. Therefore, w € ker (d: A'IT*M — A2T*M) yet
w ¢Im (d: A°T*M — A'T*M), and so in H}z (M) we have [w] # [0]. From here we
can conclude that Hlp (M) # {[0]} and by (M) > 1. We will later show that in fact
b1 (M) = 1 using some tools in later sections.

Exercise 5.3. If k > dim M, what can you say about by(M)?

5.1.3. Poincaré Lemma. A star-shaped open set U in R" is a region containing a
point p € U (call it a base point) such that any line segment connecting a point x € U
and the base point p must be contained inside U. Examples of star-shaped open sets
include convex open sets such an open ball {x € R" : |x| < 1}, and all of R". The
following Poincaré Lemma asserts that Hix (U) = {[0]}.

Theorem 5.4 (Poincaré Lemma for HéR). For any star-shaped open set U in R", we have

Hlx (U) = {[0]}. In other words, any closed 1-form defined on a star-shaped open set is exact
on that open set.

Proof. Given a closed 1-form w defined on U, given by w = ¥_; w; dx’, we need to find
a smooth function f : U — R such that w = df. In other words, we need % = w; for
any i. 1

Let p be the base point of U, then given any x € U, we define:

f)= | w

Ly
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where Ly is the line segment joining p and x, which can be parametrized by:
r(t) =(1—-t)p+tx, tel0,1]
Write p = (p1,...,Pn), x = (X1,...,Xy), then f(x) can be expressed in terms of ¢ by:

1 n
700 = [} Leilr0) - (= pi)

Using the chain rule, we can directly verify that:
d 9 [T
= 0 [ Y wile(t) - (i~ o)
j 0

=

wi(r(8)) - (xi — pi) + wile(1)) aij(aci - m)) dt

xgor()
R awia((l—t)pkqttxk; ' ' ' )
_Z/O (Zaxk ox (xi = pi) wilr(t) o5 | dt

Since w is closed, we have:

0=dw= i dw; _ I dxl A dx
i<i ax] ax,‘
]

dw; Owj R . .
and hence %~ 9x for any i,j. Using this to proceed our calculation:
j i

%(X) _ /01 (t?;’; (% — pi) +a)]-(r(t))) dt

ax]-
14
:/0 = (ty(r(1)))

= [tw;(r(1)] 1 = w;(r(1)) = wj(x).

In the second equality above, we have used the chain rule backward:

() = 150 (3~ ) + (1),

From this, we conclude that w = df on U, and hence [w] = [0] in H}(U). Since w
is an arbitrary closed 1-form on U, we have H} (U) = {[0]}. O

Remark 5.5. Poincaré Lemma also holds for H (’;R, meaning that if U is a star-shaped
open set in R”, then HX (U) = {[0]} for any k > 1. However, the proof involves
the use of Lie derivatives and a formula by Cartan, both of which are beyond the
scope of this course. Note also that HJ, (U) ~ R since a star-shaped open set must be
connected. O
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Remark 5.6. We have discussed that the 1-form
w— —ydx +xdy
x2 +y?
is closed but not exact. To be precise, it is not exact on R?\{(0,0)}. However, if we
regard the domain to be the first quadrant U := {(x,y) : x > 0 and y > 0}, which is

a star-shaped open set in IR?, then by Poinaré Lemma (Theorem 5.4), w is indeed an
exact 1-form on U. In fact, it is not difficult to verify that

w=d (’carf1 %) on U.

Note that the scalar function tan™! £ is smoothly defined on U. Whether a form is
exact or not depends on the choice of its domain! g

5.1.4. Diffeomorphic Invariance. By Proposition 3.50, we learned that the exte-
rior derivative d commutes with the pull-back of a smooth map between two manifolds.
An important consequence is that the de Rham cohomology group is invariant under
diffeomorphism.

Let ® : M — N be any smooth map between two smooth manifolds. The pull-back
map ®* : AKT*N — AFT*M induces a well-defined pull-back map (which is also
denoted by ®*) from HX(N) to HX, (M). Precisely, given any closed k-form w on N,
we define:

P w] := [@*w].
P*w is a k-form on M. It is closed since d(P*w) = ®*(dw) = ©*(0) = 0. To show it is
well-defined, we take another k-form «w’ on N such that [w'] = [w] in HX;(N). Then,
there exists a (k — 1)-form 5 on N such that:

w' —w=dny onN.
Using again d o ®* = ®* od, we get:
Q' — *w = ®*(dy) =d(®*y) on M
We conclude ®*w’ — ®*w is exact and so
[@*W'] = [®*w] in HEL (M).
This shows ®&* : HﬁR(N ) — HQR(M) is a well-defined map.

Theorem 5.7 (Diffeomorphism Invariance of HQR). If two smooth manifolds M and N
are diffeomorphic, then HX, (M) and HXy (N) are isomorphic for any k > 0.

Proof. Let ® : M — N be a diffeomorphism, then ®~! : N — M exists and we have
Pod ! =idyand @ 1o ® =idy,. By the chain rule for tensors (Theorem 3.47), we
have:

(@ 1 0@ =idipy and D o (@ H)* =id kg
Given any closed k-form w on M, then in HX, (M) we have:
o (@71 [w] = & [(® 1) w] = [0 o (&) w] = [w].

In other words, ®* o (®~1)* is also the identity map of HX,(M). Similarly, one can
also show (@71)* o @* is the identity map of HX, (N). Therefore, HX (M) and HX (N)
are isomorphic (as vector spaces). g



5.1. De Rham Cohomology 135

Corollary 5.8. Given any smooth manifold M which is diffeomorphic to a star-shaped open
set in R", we have HYx (M) ~ {[0]}, or in other words, every closed 1-form w on such a
manifold M is exact.

Proof. Combine the results of the Poincaré Lemma (Theorem 5.4) and the diffeomor-
phism invariance of HéR (Theorem 5.7). O

Consequently, a large class of open sets in R” has trivial HcllR as long as it is
diffeomorphic to a star-shaped manifold. For open sets in R?, there is a celebrated result
called Riemann Mapping Theorem, which says any (non-empty) simply-connected
open bounded subset U in R? is diffeomorphic to the unit open ball in R?. In fact, the
diffeomorphism can be chosen so that angles are preserved, but we don’t need this
when dealing with de Rham cohomology.

Under the assumption of Riemann Mapping Theorem (whose proof can be found
in advanced Complex Analysis textbooks), we can establish that Hiz (U) = {[0]} for
any (non-empty) simply-connected subset U in IR?. Consequently, any closed 1-form
on such a domain U is exact on U. Using the language in Multivariable Calculus
(or Physics), this means any curl-zero vector field defined on a (non-empty) simply-
connected domain U in R? must be conservative on U. You might have learned this
fact without proof in MATH 2023.
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5.2. Deformation Retracts

In the previous section, we learned that two diffeomorphic manifolds have isomorphic
de Rham cohomology groups. In short, we say de Rham cohomology is a diffeomorphic
invariance. In this section, we will discuss another type of invariance: deformation
retracts.

Let M be a smooth manifold (with or without boundary), and X is a submanifold
of M. Note that X can have lower dimension than M. Roughly speaking, we say X is a
deformation retract of M if one can continuously contract M onto X. Let’s make it more
precise:

Definition 5.9 (Deformation Retract). Let M be a smooth manifold, and X is a
submanifold of M. If there exists a C! family of smooth maps {¥;: M — M} ieio]
satisfying all three conditions below:

e Yo(x) =xforany x € M, ie. Yo =idy;

o ¥i(x) eXforanyx € M,ie. ¥1: M — %;

e Yi(p)=pforany p € X, t € [0,1], i.e. ¥¢|y =idy forany t € [0,1],

then we say ¥ is a deformation retract of M. Equivalently, we can also say M
deformation retracts onto X.

One good way to think of a deformation retract is to regard ¢ as the time, and
Y; is a “movie” that demonstates how M collapses onto . The condition ¥y = id,
says initially (at t = 0), the “movie” starts with the image M. At the final scene (at
t = 1), the condition ¥; : M — X says that the image eventually becomes ¥ . The last
condition ¥¢(p) = p for any p € X means the points on £ do not move throughout the
movie. Before we talk about the relation between cohomology and deformation retract,
let’s first look at some examples:

Example 5.10. The unit circle S' defined by {(x,y) : x> + y*> = 1} is a deformation
retract of the annulus {(x,y) : § < x2+y? < 4}. To describe such a retract, it’s best to
use polar coordinates:
¥i(re) = (r+t(1—r))e?

For each t € [0,1], the map ¥; has image inside the annulus since r + t(1 —r) € (3,2)
whenever r € (%,2) and t € [0,1]. One can easily check that ¥o(re®) = re?, ¥ (re??) =
e® and ¥(e®) = ¢ for any (r,60) and t € [0,1]. Hence ¥; fulfills all three condition
stated in Definition 5.9.

Dm

Example 5.11. Intuitively, we can see the letters E, F, H, K, L, M and N all deformation
retract onto the letter I. Also, the letter Q deformation retracts onto the letter O. The
explicit ¥; for each deformation retract is not easy to write down. 0

Example 5.12. A two-dimensional torus with a point removed can deformation retract
onto two circles joined at one point. Try to visualize it! g

Exercise 5.4. Show that the unit circle x? + y? = 1 in IR? is a deformation retract

of R%\{(0,0)}.

Exercise 5.5. Show that any star-shaped open set U in R” deformation retracts
onto its base point.
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Exercise 5.6. Let M be a smooth manifold, and Xy be the zero section of the
tangent bundle, i.e. Xy consists of all pairs (p,0,) in TM where p € M and 0y, is
the zero vector in T, M. Show that the zero section ¥ is a deformation retract of
the tangent bundle TM.

Exercise 5.7. Define a relation ~ of manifolds by declaring that M; ~ M if and
only if M; is a deformation retract of M,. Is ~ an equivalence relation?

We next show an important result in de Rham theory, which asserts that deforma-
tion retracts preserve the first de Rham cohomology group.

Theorem 5.13 (Invariance under Deformation Retracts). Let M be a smooth manifold,
and X be a submanifold of M. If ¥ is a deformation retract of M, then Hlp (M) and Hi ()
are isomorphic.

Proof. Let:: X — M be the inclusion map, and {¥; : M = M},¢[o,1) be the family of
maps satisfying all conditions stated in Definition 5.9. Then, the pull-back map *
AT*M — AIT*Z induces a map ¢* : Hi (M) — H}: (2). Also, the map ¥1: M — X
induces a pull-back map ¥; : Hiz (£) — Hli(M). The key idea of the proof is to show
that ¥7 and /* are inverses of each other as maps between H}y (M) and H; (X).

Let w be an arbitrary closed 1-form defined on M. Similar to the proof of Poincaré
Lemma (Theorem 5.4), we consider the scalar function f : M — R defined by:

fx) = [w)w

Here, ¥ (x) is regarded as a curve with parameter ¢ joining ¥o(x) = x and ¥;(x) € X.
We will show the following result:

(5.1) Yi'w—w=df

which will imply [w] = ¥;:*[w], or in other words, ¥} o * = id on H}y (M).

To prove (5.1), we use local coordinates (uy,...,u,), and express w in terms of
local coordinates w = ¥; w;du’. For simplicity, let’s assume that such a local coordinate
chart can cover the whole curve ¥;(x) for t € [0,1]. We will fix this issue later. For
each t € [0,1], we write ¥i(x) to be the u;-coordinate of ¥;(x), i.e. ¥i = u; o ¥;. Then,
one can calculate df using local coordinates. The calculation is similar to the one we
did in the proof of Poincaré Lemma (Theorem 5.4):

a‘I”
f dt

f(x>=/ w—/sz‘Pt
Zafduf Z{/O (Zi;w,‘h W)d}duf

B dw; a¥} oY} o (oY
_;{/o szauk R i TR Bl ))a<a )

uj

dt} du/



138 5. De Rham Cohomology

Next, recall that w is a closed 1-form, so we have g;ul = %C:k for any i, k. Using this on
f 4

the first term, and by switching indices of the second term in the integrand, we get:
1 dwy oYk o¥i o [oYf ;
= ]
@)x) ;{/o [Zk G |y, 0, a1+ k) g <a arp
=1

19 ok . avk]"™

; {/O : (;wk(‘i’t(x)) 3 ) dt} du ]Xk; [wk(‘ﬂ(x)) o 1 o

where the last equality follows from the (backward) chain rule.
Denote i; : ¥+(M) — M the inclusion map at time £, then one can check that

Fiifw(x) = (4o ¥e) w(x) = (110 ¥p)" ) wedu
k

LtO‘Pt d(ukotto‘I’t(x))

o
e

= (i o Pe(x d‘{”f
gk
Y wn(¥i(x)) T
. o
ik j
Therefore, we get:
(1t=1
oY}
af = Z wi(Fe(x )au dul = [¥;ifw]iZ O—Tltlw Yipw.
i Ji=o

Since ¥y = idps and ¢y = idps, we have proved (5.1). In case ¥ (x) cannot be covered by
one single local coordinate chart, one can then modify the above proof a bit by covering
the curve ¥ (x) by finitely many local coordinate charts. It can be done because ¥;(x)
is compact. Suppose 0 =ty < t; < ... < ty = 1 is a partition of [0, 1] such that for each
a, the curve ¥ (x) restricted to t € [t,_1, x| can be covered by a single local coordinate
chart, then we have:

fa EH”
Z/ Zwl ‘I{[ tdt
fy—1 i
Proceed as in the above proof, we can get:
N
df = ), (Yo = ¥i a4, w) = ¥ide — ¥,
=1

which completes the proof of (5.1) in the general case.

To complete the proof of the theorem, we consider an arbitrary 1-form 7 on X. We
claim that

(5.2) FYin = 1.
We prove by direct verification using local coordinates (i1, ..., u,) on M such that:

(ul,...,uk,O,...,O) €.
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Such a local coordinate system always exists near £ by Immersion Theorem (Theorem
2.42). Locally, denote = Zﬁ‘,l 1; du', then

(¥in)(x) = Z‘Yl 7i(x Zm ¥1(x)) d(u' 0 ¥1)
a¥! ;
BRI >>ﬁdw.
i=1j=1 Uuj
Since ¥1(x) = x whenever x € ¥, we have ¥i(x) = u;(x) where u;(x) is the i-th
oY ;
coordinate of x. Therefore, we get 1 (%) = 9u; = ¢;j and so:
ou; Ju;
(¥in)(x Z i (x) 8y du/ = Zm(X) du’ = 1)(x)
ij=1 =1

for any x € X. In other words, :*Y77 = 1 on X. This proves (5.2).

Combining (5.1) and (5.2), we get 1* o ¥; = id on H3(X), and ¥; o /* = id on
HéR(M). As a result, Y] and (* are inverses of each other in HéR. It completes the
proof that Hl (M) and H (X) are isomorphic. O

Using Theorem 5.13, we see that Hi (R*\{(0,0)}) and H(S!) are isomorphic,
and hence by (R?\{(0,0)}) = b;(S!). At this moment, we still don’t know the exact
value of by (S'), but we will figure it out in the next section.

Note that Theorem 5.13 holds for HSR for any k > 2 as well, but the proof again

uses some Lie derivatives and Cartan’s formula, which are beyond the scope of this
course.

Another nice consequence of Theorem 5.13 is the 2-dimensional case of the follow-
ing celebrated theorem in topology:

Theorem 5.14 (Brouwer’s Fixed-Point Theorem on IR?). Let B;(0) be the closed ball with
radius 1 centered at origin in R2. Suppose ® : B1(0) — B1(0) is a smooth map between
B1(0). Then, there exists a point x € B1(0) such that ®(x) = x.

Proof. We prove by contradiction. Suppose ®(x) # x for any x € B;(0). Then, we let
¥;(x) be a point in By (0) defined in the following way:
(1) Consider the vector x — ®(x) which is non-zero.
(2) Consider the straight ray emanating from x in the direction of x — ®(x). This ray
will intersect the unit circle S at a unique point py.
(38) We then define ¥;(x) := (1 — t)x + tpx
We leave it as an exercise for readers to write down the explicit formula for ¥;(x), and
show that it is smooth for each t € [0, 1].
Clearly, we have ¥((x) = x for any x € B1(0); ¥1(x) = px € S!; and if |x| = 1, then
px = x and so ¥¢(x) = x.
Therefore, it shows S! is a deformation retract of B;(0), and by Theorem 5.13,
their Hl;’s are isomorphic. However, we know Hl (B (0)) ~ {[0]}, while H}(S!) ~
IRR?\{(0,0)}) # {[0]}. It is a contradiction! It completes the proof that there is at
least a point x € B1(0) such that ®(x) = x. O
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Exercise 5.8. Write down an explicit expression of py in the above proof, and hence
show that ¥; is smooth for each fixed .

Exercise 5.9. Generalize the Brouwer’s Fixed-Point Theorem in the following
way: given a manifold Q) which is diffeomorphic to B1(0), and a smooth map
@ : () — ). Using Theorem 5.14, show that there exists a point p € () such that

@(p) =p.

Exercise 5.10. What fact(s) are needed to be established in order to prove the
Brouwer’s Fixed-Point Theorem for general R” using a similar way as in the proof
of Theorem 5.14?
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5.3. Mayer-Vietoris Theorem

In the previous section, we showed that if ¥ is a deformation retract of M, then
Hlz(2) and H} (M) are isomorphic. For instance, this shows H}. (S!) is isomorphic
to Hz (R?\{(0,0)}). Although we have discussed that H3z (R*\{(0,0)}) is non-trivial,
we still haven’t figured out what this group is. In this section, we introduce a useful tool,
called Mayer-Vietoris sequence, that we can use to compute the de Rham cohomology
groups of R?\{(0,0)}, as well as many other spaces.

5.3.1. Exact Sequences. Consider a sequence of homomorphism between abelian
groups:
Ty T; T; G
"'L>Gk71—k>ckﬂ>ck+l Il N

We say it is an exact sequence if the image of each homomorphism is equal to the kernel
of the next one, i.e.

ImT;,_y =kerT; foreachi.

One can also talk about exact-ness for a finite sequence, say:

T T T T,— T
Go—=5G >G> 5 G, 5 Gy

However, such a T7 would not have a previous map, and such an T,, would not have
the next map. Therefore, whenever we talk about the exact-ness of a finite sequence of
maps, we will add two trivial maps at both ends, i.e.

(5.3) 036 e 265 6,6, %o

The first map 0 AN Go is the homomorphism taking the zero in the trivial group to the
zero in Gy. The last map Gy Y 0is the linear map that takes every element in G, to
the zero in the trivial group. We say the finite sequence (5.3) an exact sequence if

Im (0 LN Go) =kerT;, ImT, =ker(G, LN 0), and ImT; =kerT;;; for any i.

Note that Im (0 9, Go) = {0} and ker(G, 9, 0) = Gy, so if (5.3) is an exact sequence,
it is necessary that

kerTi) ={0} and ImT, =G,
or equivalently, Tj is injective and T, is surjective.

One classic example of a finite exact sequence is:

0-z45cda\for—o
where 1 : Z — C is the inclusion map taking n € Z to itself n € C. The map
f:C — C\{0} is the map taking z € C to ?™* € C\{0}.
It is clear that ¢ is injective and f is surjective (from Complex Analysis). Also,

we have Im: = Z and ker f = Z as well (note that the identity of C\{0} is 1, not 0).
Therefore, this is an exact sequence.

Exercise 5.11. Given an exact sequence of group homomorphisms:

0sALBSCcoo,

(a) If it is given that C = {0}, what can you say about A and B?
(b) If it is given that A = {0}, what can you say about B and C?
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5.3.2. Mayer-Vietoris Sequences. We talk about exact sequences because there
is such a sequence concerning de Rham cohomology groups. This exact sequence,
called the Mayer-Vietoris sequence, is particularly useful for computing HgR for many
manifolds.

The basic setup of a Mayer-Vietoris sequence is a smooth manifold (with or without
boundary) which can be expressed a union of two open sets U and V,ie. M =UU V.
Note that we do not require U and V are disjoint. The intersection U NV is a subset of
both U and V; and each of U and V is in turn a subset of M. To summarize, we have
the following relations of sets:

u

LN

unv M
1%

where iy, iy, jy and jy are inclusion maps. Each inclusion map, say jiy : U = M,
induces a pull-back map jj; : AFT*M — AFT*U which takes any k-form w on M, to the
k-form w|; restricted on U, i.e. jj;(w) = w| for any w € AKT*M. In terms of local
expressions, there is essentially no difference between w and w|;; since U is open. If
locally w = Y ; w; du' on M, then wly = Liw; du' as well. The only difference is the
domain: w(p) is defined for every p € M, while w|;; (p) is defined only when p € U.

To summarize, we have the following diagram:

‘ u
2N

unv M
1%

Using the pull-backs of these four inclusions iy, iy, jiy and jy, one can form a
sequence of linear maps for each integer k:
o it -
(5.4) 0 — AFT*M 1Y% ART* U @ ARTY A2 ART* (U A V) — 0

Here, AKT*U @& AKT*V is the direct sum of the vector spaces ART*U and AFT*V,
meaning that:

AT U@ AFT*V = {(w, 1) : w € AFT*U and 57 € AFT*V}.
The map ji; @ ji, : AFT*M — AFT*U @ AFT*V is defined by:
(i @ jv)(w) = (juw, jyw) = (wly, wly).
The map AFT*U @ AFT*V LA ART*(U NV) is given by:
(i — iy)(w, ) = ifw — iy = wlyay = 7yay -

We next show that the sequence (5.4) is exact. Let’s first try to understand the
image and kernel of each map involved.

Given (w,n) € ker(i}; —i},), we will have w|;~y = 7|y Therefore, ker(ij; — i})
consists of pairs (w, ) where w and 7 agree on the intersection U N V.
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Now consider Im (j;; @ jj,), which consists of pairs of the form (w|;, w|y,). Cer-
tainly, the restrictions of both w|;; and w|y, on the intersection U NV are the same, and
hence the pair is inside ker(i}; — i{;). Therefore, we have Im (ji; @ ji,) C ker(i}; — i},).

In order to show (5.4) is exact, we need further that:

(1) ji; @ jy is injective;
(2) i} — iy, is surjective; and
3 ker(ify — i) € Im (j5; & i)

We leave (1) as an exercises, and will give the proofs of (2) and (3).

Exercise 5.12. Show that j; @ jj, is injective in the sequence (5.4).

Proposition 5.15. Let M be a smooth manifold. Suppose there are two open subsets U and
V of M such that M = UUV, and U NV is non-empty, then the sequence of maps (5.4) is
exact.

Proof. So far we have proved that jj; @ jj, is injective, and Im (j; @ j,) C ker(ij; — if;).
We next claim that ker (i, — i},) C Im (jj; ® ji):

Let (w,n) € ker(if; — i{;), meaning that w is a k-form on U, 7 is a k-form on V,
and that w|;ny = 7|yny- Define a k-form o on M = U UV by:

w onlU
g =
{17 onV

Note that ¢ is well-defined on U NV since w and 7 agree on U N V. Then, we have:
(w, ) = (ely, oly) = (ue,jve) = (ju @ jv)o € Im (g © jy)-
Since (w, 17) is arbitrary in ker(i}; — ij,), this shows:
ker(iy; — i) C Im (ji7 © jy)-
Finally, we show ij; — i}, is surjective. Given any k-form § € AKT*(U NV), we need

to find a k-form w’ on U, and a k-form 7’ on V such that ' — 5’ =6 on UN V. Let
{pu, pv} be a partition of unity subordinate to {U, V}. We define:

W — oy onUNV
)0 on U\V

Note that ' is smooth: If p € supppy C V, then p € V (which is open) and so
w' = pyB in an open neighborhood of p. Note that py and 6 are smooth at p, so
w’ is also smooth at p. On the other hand, if p & supp py, then «w’ = 0 in an open
neighborhood of p. In particular, «w’ is smooth at p.

Similarly, we define:
;o {—pue onUnv
=0 on V\U
which can be shown to be smooth in a similar way.
Then, when restricted to U NV, we get:

“’/‘umv - 77,|U|’1V = pvb +pub = (pv +pu) b = 0.

In other words, we have (ij; —i},)(w', ") = 6. Since 6 is arbitrary, we proved i}; — i}, is
surjective. O
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Recall that a pull-back map on k-forms induces a well-defined pull-back map on
HgR. The sequence of maps (5.4) between space of wedge products induces a sequence
of maps between de Rham cohomology groups:

65 0 Hi (M) DY gE (1) e B (V) 0 B (un ) <o
Here, ji; @ ji; and ij; — i}, are defined by:

Uu @ jv)lw] = (ulwl jviw]) = (g, [jyw])
(ig —iv) ([w], [7]) = iglw] = iv[n] = [igw] = [H7].

However, the sequence (5.5) is not exact because jj; @ j;; may not be injective, and
if, — i}, may not be surjective. For example, take M = R?\{(0,0)}, and define using
polar coordinates the open sets U = {re?® : r > 0,0 € (0,2m)} and V = {re®® : r >
0,6 € (—m,m)}. Then, both U and V are star-shaped and hence both Hl; (U) and
H; (V) are trivial. Nonetheless we have exhibited that H!y (M) is non-trivial. The
map j;; @ ji, from a non-trivial group to the trivial group can never be injective!

Exercise 5.13. Find an example of M, U and V such that the map ij; — i}, in (5.5)
is not surjective.

Nonetheless, it is still true that ker(i}; — ij,) = Im (jj; @ ji;), and we will verify it in
the proof of Mayer-Vietoris Theorem (Theorem 5.16). Mayer-Vietoris Theorem asserts
that although (5.5) is not exact in general, but we can connect each short sequence

below:
Hig (M) =% il Hig (U) & Hig (V) lu—v> Hyx(UNV)
@
Hip(M) 225 B () @ HYp(v) 25 By unv)

=iy

(M) 5500 12 () @ H2p(v) 2 B2 unv)

to produce a long exact sequence.

Theorem 5.16 (Mayer-Vietoris Theorem). Let M be a smooth manifold, and U and V
be open sets of M such that M = U U V. Then, for each k > 0 there is a homomorphism

§:HE(UNV) — Hgﬁl(M) such that the following sequence is exact:

2y k(M) 85 g () @ He (V) 2 B (unv) S HEL (M) S -

This long exact sequence is called the Mayer-Vietoris sequence.

The proof of Theorem 5.16 is purely algebraic. We will learn the proof after looking
at some examples.

5.3.3. Using Mayer-Vietoris Sequences. The Mayer-Vietoris sequence is partic-
ularly useful for computing de Rham cohomology groups and Betti numbers using
linear algebraic methods. Suppose M can be expressed as a union U U V of two open
sets, such that the HgR’s of U, V and UNV can be computed easily, then HgR(M)
can be deduced by “playing around” the kernels and images in the Mayer-Vietoris
sequence. One useful result in Linear (or Abstract) Algebra is the following:
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Theorem 5.17 (First Isomorphism Theorem). Let T : V. — W be a linear map between
two vector spaces V and W. Then, we have:

ImT=V/kerT.
In particular, if V and W are finite dimensional, we have:
dimker T+ dimIm T = dim V.

Proof. Let ® : ImT — V/ ker T be the map defined by:

®(T(v)) = [v]
for any T(v) € ImT. This map is well-defined since if T(v) = T(w) in Im T, then
v —w € ker T, which implies [v] = [w] in the quotient vector space V/ ker T. It is easy

(hence omitted) to verify that & is linear.
® is injective since whenever T(v) € ker ®, we have ®(T(v)) = [0] which implies

[v] = [0] and hence v € ker T (i.e. T(v) = 0). Also, ® is surjective since given any
[v] € V/ker T, we have ®(T(v)) = [v] by the definition of ®.
These show @ is an isomorphism, hence completing the proof. O

Example 5.18. In this example, we use the Mayer-Vietoris sequence to compute Hp (S1).
Let:
M =8!, U= M\{north pole}, V = M\ {south pole}.

Then clearly M = UU YV, and U NV consists of two disjoint arcs (each of which
deformation retracts to a point). Here are facts which we know and which we haven't
yet known:

Hggr(M) =R Hir(U) =R Hg(V) =R Hgi(UNV)=R®R
Hlg(M) unknown Hip(U)=0 Hip(V)=0 HRUNV)=0

By Theorem 5.16, we know that the following sequence is exact:

Sk ok '*@'*
oo = HOR(U) @ HYR (V) 5% HOp(UN V) S Hig(M) 22% Hi (1) @ Hig(V)
RER RER ? 0

Therefore, ¢ is surjective.

By First Isomorphism Theorem (Theorem 5.17), we know:
H,(UNV)

kerés
Elements of HgR(LI N V) are locally constant functions of the form:

a on left arc
fa,b = {

Hig(M) =Im =

b onright arc

Since the Mayer-Vietoris sequence is exact, we have keré = Im (if; — ij,). The
space HY, (U), HiR(V) and Hx (U N V) consist of locally constant functions on U,
V and U NV respectively, and the maps ij; — i}, takes constant functions (ki,k2) €
HY: (U) & HYR (V) to the constant function fi, _k, x, —k, on U N V. Therefore, the first
de Rham cohomology group of M is given by:

ta,b € R} R2
Hl M) = {fa,b a, ~ ,
dR( ) {fafb,afb ta,be ]R} {(x,y) X = y}
and hence by (M) :dimH}iR(M) —2_1=1 -
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Example 5.19. Let’s discuss some consequences of the result proved in the previous
example. Recall that R?\{(0,0)} deformation retracts to S'. By Theorem 5.13, we know

Hig (R*\{(0,0)}) = Hig (S").

This tells us by (R?\{(0,0)}) = 1 as well. Recall that the following 1-form:

wo Y cix +xdy
x2 +y?
is closed but not exact. The class [w] is then trivial in Hiz(R*\{(0,0)}). In an
one-dimensional vector space, any non-zero vector spans that space. Therefore, we
conclude:
Har(R*\{(0,0)} = {c[w] : c € R}.

where w is defined as in above.

As a result, if ' is a closed 1-form on IR?\ {(0,0)}, then we must have

[w'] = clw]
for some ¢ € R, and so w’ = cw + df for some smooth function f : R?\{(0,0)} — R.

Using the language of vector fields, if V(x,y) : R*\{(0,0)} — R? is a smooth
vector field with V x V = 0, then there is a constant ¢ € R and a smooth function
f:R?\{(0,0)} — R such that:

V:c(W)Jer.

x2 + y2

Exercise 5.14. Let T? be the two-dimensional torus. Show that by (T?) = 2.

Exercise 5.15. Show that by (S?) = 0. Based on this result, show that any curl-zero
vector field defined on R\ {(0,0,0)} must be conservative.

One good technique of using the Mayer-Vietoris sequence (as demonstrated in the
examples and exercises above) is to consider a segment of the sequence that starts and
ends with the trivial space, i.e.

0O—-Vi—=Vo—=.-- =V, =0

If all vector spaces V;’s except one of them are known, then the remaining one (at least
its dimension) can be deduced using First Isomorphism Theorem. Below is a useful
lemma which is particularly useful for finding the Betti number of a manifold:

Lemma 5.20. Let the following be an exact sequence of finite dimensional vector spaces:

T T: T,
0V 5V, 3. . 2LV, —0.

Then, we have:

dimV; —dimV, +dim V3 — - -- 4 (=1)"1dimV,, = 0

Proof. By exact-ness, the map T;,_1 : V;,_1 — Vj, is surjective. By First Isomorphism
Theorem (Theorem 5.17), we get:

V, =Im Tn—l = Vn—l/ ker Tn—l = Vn_l/Im Tnfz.

As a result, we have:
dimV, =dimV,_1 —dimImT,_».
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Similarly, apply First Isomorphism Theorem on T),_, : V,,_p — V,,_1, we get:
dimImT, » =dimV, , —dimImT, 3,
and combine with the previous result, we get:
dimV, =dimV,_1 —dimV,,_, + dimIm T,_3.
Proceed similarly as the above, we finally get:
dimV, =dimV, ; —dimV, ,+...+ (=1)"dim V,
as desired. O
In Example 5.18 (about computing Hy (S')), the following exact sequence was
used:
0 — Har(S") = Hgg(U) ® Hgp (V) = Hgg(UNV) — Hig(S') — Hap(U) & Hg(V)
—— —_——

-
R R&R R&R ? 0

Using Lemma 5.20, the dimension of Hl; (S!) can be computed easily:
dimR — dimR &R + dimR @ R — dim Hiz(S!) =0

which implies dim H} (S') = 1 (or equivalently, by (S!) = 1). Although this method
does not give a precise description of HéR(Sl) in terms of inclusion maps, it is no
doubt much easier to adopt.

In the forthcoming examples, we will assume the following facts stated below
(which we have only proved the case k = 1):

° HgR(U) = 0, where k > 1, for any star-shaped region U C R".
e If T is a deformation retract of M, then HX, () = HX, (M) for any k > 1.

Example 5.21. Consider R?\{py,..., pu} where py,..., py are n distinct points in R?.
We want to find by of this open set.

Define U = R2\{p1,...,pu_1}, V = R?\{pn}, then UUV = RZ and UNV =
R2\{p1,...,pn}. Consider the Mayer-Vietoris sequence:

Hig(UUV) — Hip(U) & Hip(V) - Hig(UNV) — HR(UUV).
—_— —_—
Using Lemma 5.20, we know:
dim Hix (U) ® Hiz(V) —dim Hix(UNV) =0
We have already figured out that dim Hl (V) = 1. Therefore, we get:

dim Hgg (R*\{p1,..., pn}) = dim Hog (R*\{p1,..., pu-1}) + 1.

By induction, we conclude:

bi(R*\{p1, ..., pn}) = dim Hig(R*\{p1, ..., pu}) = n.
0

Example 5.22. Consider the n-sphere S"” (where n > 2). It can be written as U U
V where U := S§"\{north pole} and V := S"\{south pole}. Using stereographic
projections, one can show both U and V are diffeomorphic to R”. Furthermore, U NV
is diffeomorphic to R"\{0}, which deformation retracts to S" 1. Hence HX, (5" 1) =
HA.(UNV) for any k.
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Now consider the Mayer-Vietoris sequence with these U and V, we have for each
k > 2 an exact sequence:

HLH(U) @ HEH(V) — HE WU N V) — HER(S™) — HE(U) @ HER (V).

0 0
This shows HSEl(S"’l) ~ HK.(S") for any k > 2. By induction, we conclude that
H:(8") = Hig(S') = R for any n > 2. O

5.3.4. Proof of Mayer-Vietoris Theorem. To end this chapter (and this course),
we present the proof of the Mayer-Vietoris’s Theorem (Theorem 5.16). As mentioned
before, the proof is purely algebraic. The key ingredient of the proof applies to many
other kinds of cohomologies as well (de Rham cohomology is only one kind of many
types of cohomology).

For simplicity, we denote:
Xk .= AFT*M Yk .= AkT*U @ AFT*V 7k .= AfTH(UN V)
H"(X) := Hiz(M)  HNY):= Hig(U) @ Hz (V) HYZ):=HRUunV)

Furthermore, we denote the pull-back maps ij; — i}, and jj; @ j;, by simply 7 and j
respectively. We then have the following commutative diagram between all these X, Y
and Z:

i

0 Xk Yk L, 7k 0
Ja Js Js

0 k1 T yktl i gkl
d d d

0 Xl£2 i Yl£2 i Zgi‘rz ——

The maps in the diagram commute because the exterior derivative d commute with
any pull-back map. The map d : Y¥ — Y1 takes (w,7) to (dw,dn).

To give a proof of the Mayer-Vietoris Theorem, we first need to construct a linear
map 6 : H (Z) — Hﬁf{l (Z). Then, we need to check that the connected sequence:

LN Z) S Y x) L ER YY) S R Z) S

is exact. Most arguments involved are done by “chasing the commutative diagram”.
Step 1: Construction of Hk(Z) i> HkH(X)

Let [0] € H*(Z), where 8 € ZF is a closed k-form on U N V. Recall from Proposition
5.15 that the sequence

0x*LykLzk 50
is exact, and in particular i is surjective. As a result, there exists w € Y* such that
i(w)=0.
From the commutative diagram, we know idw = diw = df = 0, and hence
dw € keri. By exact-ness, Im j = ker i and so there exists 7 € X**1 such that j(17) = dw.

Next we argue that such 7 must be closed: since j(dy) = d(jy) = d(dw) =0, and j
is injective by exact-ness. We must have diy = 0, and so 7 represents a class in H**1(X).
To summarize, given [0] € H*(Z), w and 7 are elements such that

i(w)=0 and j(y)=dw.
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We then define 6[6] := [n] € H*1(X).
Step 2: Verify that 6 is a well-defined map

Suppose [0] = [0] in H5;(Z). Let ' € Y* and ' € X**! be the corresponding
elements associated with ¢, i.e.

i(W)=0 and j(n')=duo'
We need to show [5] = [] in H1(X).
From [0] = [6'], there exists a (k — 1)-form B in Z¥~1 such that 8 — ' = dB, which
implies:
i(w—w')=0-0 =dp.
By surjectivity of i : Y<=1 — ZK=1  there exists « € Y¥~! such that ix = B. Then we get:
i(w—«') =d(ia) = ida
which implies (w — w') — da € keri.
By exact-ness, keri = Im j and so there exists v € X* such that
v = (w— ') —da.
Differentiating both sides, we arrive at:
djy = d(w - ') = da = j(1 — 1)
Therefore, jdy = djy = j(n — 1"), and by injectivity of j, we get:
n—n' =dy
and so [y] = [1'] in H1(X).
Step 3: Verify that ¢ is a linear map

We leave this step as an exercise for readers.
Step 4: Check that H*(Y) EN H*(Z) KN HM1(X) is exact

To prove Imi C ker 6, we take an arbitrary [0] € Imi C H¥(Z), there is [w] € H¥(Y)
such that [0] = i[w], we will show 6[f] = 0. Recall that [iw] is the element [] in
H*1(X) such that jy = dw. Now that w is closed, the injectivity of j implies 7 = 0.
Therefore, §[0] = é[iw] = [0], proving [0] € ker d.

Next we show kerd C Imi. Suppose [0] € ker d, and let w and 5 be the forms such
that i(w) = 8 and j(17) = dw. Then [5] = 6[f] = [0], so there exists 7y € X~ such that
1 = dv, which implies j(dy) = dw, and so w — jv is closed. By exact-ness, i(jy) = 0,
and so:

0=i(w)=ilw—jy).
For w — j7 being closed, we conclude [8] = i[w — jvy] € Imi in H*(Z).
Step 5: Check that H¥(Z) < HF1(X) IR H¥1(Y) is exact
First show ImJ C kerj. Let [f] € H*1(Z), then 6[0] = [17] where
i(w)=0 andj(y)=dw.
As aresult, j6[] = j[] = [dw] = [0]. This shows §[6] € ker}.
Next we show kerj C Imé. Let j[w] = [0], then jw = da for some & € Y*. Since:

i(v) =ie and j(w)=da
We conclude éfin] = [w], or in other words, [w] € Im 4.

Step 6: Check that H*+1(X) L Hk1(Y) EN H*1(Z) is exact
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The inclusion Imj C keri follows from the fact that i(jy) = 0 for any closed
n € X¥1, and hence ij[5] = [0]. Finally, we show keri C Im j: suppose [w] € keri so
that icw = d for some B € ZF. By surjectivity of i : Y& — Z¥, there exists a € Y* such
that B = ix. As a result, we get:

iw=dix =—ide — w —dua € keri.

Since keri = Imj on the level of X*+1 — Y1 s 7k+1 there exists ¢ € X 1 such that
j¥ = w — da. One can easily show ¢ is closed by injectivity of

jdy=djy=d(w—da) =0 = dy=0
and so [y] € H*1(X). Finally, we conclude:
1] = [w — da] = []
and so [w] € Imj.

* End of the proof of the Mayer-Vietoris Theorem *
** End of MATH 4033 **
*** | hope you enjoy it. ***



