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Amdahl's and Gustafson-Barsis laws revisitedAndrzej KarbowskiInstitute of Control and Computation Engineering,Warsaw University of Te
hnology,ul. Nowowiejska 15/19, 00-665 Warsaw, Poland,NASK (Resear
h and A
ademi
 Computer Network),ul. W¡wozowa 18, 02-796 Warsaw, PolandE-mail: A.Karbowski�ia.pw.edu.plSeptember 6, 2008Abstra
tThe paper presents a simple derivation of the Gustafson-Barsislaw from the Amdahl's law. In the 
omputer literature these twolaws des
ribing the speedup limits of parallel appli
ations are derivedseparately. It is shown, that treating the time of the exe
ution ofthe sequential part of the appli
ation as a 
onstant, in few lines theGustafson-Barsis law 
an be obtained from the Amdahl's law and thatthe popular 
laim, that Gustafson-Barsis law overthrows Amdahl's lawis a mistake.Keywords: parallel 
omputing, distributed 
omputing, speedup1 Introdu
tionThe Amdahl's law formulated about four de
ades ago [1℄ is 
onsidered to beone of the most in�uential 
on
epts in parallel and distributed pro
essing[7℄. It des
ribes the limits on the speedup obtained owing to the exe
ution ofthe appli
ation on the parallel ma
hine with relation to the single-pro
essor,sequential ma
hine. More pre
isely, Amdahl's law says, that the speedup of
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an appli
ation obtained owing to the exe
ution on the parallel ma
hine 
an-not be greater that the re
ipro
al of the sequential fra
tion of the program.Speedup restri
tions resulting from Amdahl's law prevented designers fromexploiting parallelism for many years, being a nuisan
e to vendors of parallel
omputers [4℄. The res
ue 
ame from Sandia Labs. On the basis of someexperiments, Gustafson [2℄ 
laimed that "the assumptions underlying Am-dahl's 1967 argument are inappropriate for the 
urrent approa
h to massiveensemble parallelism". Furthermore, Gustafson formulated "an alternativeto Amdahl's law suggested by E. Barsis at Sandia". The so-
alled Gustafson-Barsis law is said to vindi
ate the use of massively parallel pro
essing [5℄, [6℄.However, in the author's opinion, when we analyze deeper both laws, wewill see, that Gustafson's results do not refute the Amdahl's law, and theGustafson-Barsis law 
an be dire
tly derived from the Amdahl's law.2 Amdahl's and Gustafson-Barsis laws in theoriginal formAlthough in the original Amdahl's paper [1℄ there were no equations, basingon the verbal des
ription one may present his 
on
ept formally. The way ofour presentation is similar to that of [3℄, [4℄, with only one di�eren
e, whi
hwill be explained later on. It is assumed in the model, that the program
onsists of two parts: sequential and parallel. While the time of the exe
u-tion of the sequential part for a given size n is the same on all ma
hines,independently of the number of pro
essors p, the parallel part is perfe
tlys
alable, that is, the time of its exe
ution on a ma
hine with p pro
essorsis one p-th of the time of the exe
ution on the ma
hine with one pro
essor.Let us denote by β(n, p) the sequential fra
tion of the total real-time T (n, p)of the exe
ution of the program on a ma
hine with p pro
essors (the men-tioned di�eren
e introdu
ed here is treating both the fra
tion β and time Tas fun
tions of n and p; it will prove to be very useful afterwards).With this notation we may 
al
ulate the sequential part time Ts for thegiven problem size n from the expression
Ts(n) = β(n, 1) · T (n, 1) (1)and the parallel part time Tp, whi
h is dependent on the problem size n and2



the number of pro
essors p, from the expression
Tp(n, p) =

(1 − β(n, 1)) · T (n, 1)

p
(2)If we ignore 
ommuni
ation 
osts and overhead 
osts asso
iated with oper-ating system fun
tions, su
h as pro
ess 
reation, memory management, et
.[4℄, the total time T (n, p) will be the sum of sequential and parallel part time,that is

T (n, p) = Ts(n) + Tp(n, p) = β(n, 1) · T (n, 1) +
(1 − β(n, 1)) · T (n, 1)

p
=

=

[

β(n, 1) +
1 − β(n, 1)

p

]

· T (n, 1) (3)From (3) we get dire
tly the formula for the speedup S(n, p) obtained dueto the parallelization of the appli
ation:
S(n, p) =

T (n, 1)

T (n, p)
=

1

β(n, 1) + 1−β(n,1)
p

(4)The formula (4) is 
alled Amdahl's law. It is seen, that in the limit
S(n, p) →

p→∞

1

β(n, 1)
(5)It means, that even when we use in�nitely many parallel pro
essors, we
annot a

elerate the 
al
ulations more than the re
ipro
al of the sequentialfra
tion of the exe
ution time of the program on a sequential ma
hine. Thatis, for example, when this fa
tor equals 1

2
, the program 
an be a

eleratedat most twi
e, when 1

10
� ten times! Speedup restri
tions resulting fromAmdahl's law prevented designers from exploiting parallelism for many years,being a problem to vendors of parallel 
omputers [4℄.The help 
ame from Sandia Labs. In some experiments des
ribed byGustafson [2℄ it was taken, that the run time was 
onstant, while the problemsize s
aled with the number of pro
essors. More pre
isely, the time of thesequential part was independent, while the work to be done in parallel variedlinearly with the number of pro
essors. Sin
e the time of the exe
ution inGustafson's paper [2℄ was normalized to 1, that is

Ts(n) + Tp(n, p) = 1 (6)3



we had a
tually the equivalen
e
β(n, p) ≡ Ts(n) (7)and

Tp(n, p) = 1 − β(n, p) (8)Following Gustafson, a serial pro
essor would require time Ts(n)+Tp(n, p) ·pto perform the task, so the s
aled speedup on the parallel system was equal:
S(n, p) =

Ts(n) + Tp(n, p) · p

Ts(n) + Tp(n, p)
= Ts(n) + Tp(n, p) · p = p + (1− p) · Ts(n) (9)Using the equivalen
e (7) we may write (9) in the following form:

S(n, p) = p+(1−p) ·Ts(n) = p+(1−p) ·β(n, p) = p− (p−1) ·β(n, p) (10)The last equation is 
alled Gustafson-Barsis law.3 The main resultsIn the Gustafson's paper [2℄, three things raise some doubts:1. Mixing the problem size and the number of pro
essors, treating bothas tightly 
onne
ted ("the problem size s
ales with the number of pro-
essors")2. Normalizing the time of 
al
ulations on the sequential ma
hine to 1(eq. (6)) for all problem sizes and numbers of pro
essors3. Treating assessment (10) as a better alternative to Amdahl's law, de-rived independently, basing on di�erent assumptionsThe truth is, that Gustafson-Barsis law is nothing but a di�erent form ofAmdahl's law, and that better values of the speedup in the Gustafson's ex-periments with the growing size of the problem 
ould be obtained dire
tlyfrom the Amdahl's law.To show this it is su�
ient to noti
e, that for a given problem size
n there is a 
onstant in all exe
utions of the program, on ma
hines withdi�erent number of pro
essors. This 
onstant is the time of the exe
ution of4



the sequential part Ts(n) for the given problem size n. It is independent ofthe number of pro
essors p, that is:
Ts(n) = β(n, p) · T (n, p) = const., p = 1, 2, 3, . . . (11)So, it will be for any p = 1, 2, 3, . . .

β(n, 1) · T (n, 1) = β(n, p) · T (n, p) (12)From the equation (12) we get:
β(n, 1) = β(n, p) ·

T (n, p)

T (n, 1)
(13)Repla
ing β(n, 1) in equation (3) by (13) we will get:

T (n, p) = β(n, p) · T (n, p) +
T (n, 1)

p
−

β(n, p) · T (n, p)

p
(14)Now, multiplying both sides by p and moving all 
omponents with T (n, p)to the left hand side we re
eive:

p · T (n, p) − p · β(n, p) · T (n, p) + β(n, p) · T (n, p) = T (n, 1) (15)We will get the value of speedup S(n, p) obtained owing to the parallelizationdividing both sides of the equation (15) by T (n, p). So, it will be equal:
S(n, p) =

T (n, 1)

T (n, p)
= p − (p − 1) · β(n, p) (16)In this way we re
eived nothing but Gustafson-Barsis law (10).What 
on
erns the better speedup in Gustafson's experiments with thegrowing size of the problem (and the number of pro
essors whi
h was linkedthere) we may explain it in the following way. Gustafson assumed, that thetime spent in the serial part ("for ve
tor startup, program loading, serialbottlene
ks, I/O operations") do not depend on the problem size, that is

Ts(n) = const. = Ts = β(n, 1) · T (n, 1) = βs · T (1, 1), ∀n (17)while the total time of the exe
ution of the parallel part on the sequantialma
hine was proportional to the problem size n. In this way the serial fa
toron the sequential ma
hine β(n, 1) was equal
β(n, 1) =

βs · T (1, 1)

βs · T (1, 1) + n · (1 − βs) · T (1, 1)
=

βs

βs + n · (1 − βs)
=

1

1 + n · ( 1
βs

− 1)(18)5



A similar situation would be when the time Ts(n) is proportional to the prob-lem size n (e.g. n ·βs), but the time spent in the parallel part is proportionalto n2 (e.g. n2
· (1 − βs)). In su
h 
ases

β(n, 1) →
n→∞

0 (19)what means, taking into a

ount (4), that
S(n, p) →

n→∞

p (20)In other words, also from Amdahl's law we may 
on
lude, that the biggerthe size of the problem, the 
loser the speedup to the number of pro
essors.4 Con
lusionsIn the paper it is shown, that the Gustafson-Barsis law 
an be dire
tly derivedfrom the Amdahl's law, without strange assumptions as normalizng to one thetime of exe
ution of the program on the sequential ma
hine. Moreover, thespeedups approa
hing the number of pro
essors observed in the experimentsdes
ribed in the Gustafson's paper 
an be 
on
luded from the Amdahl's law,when we take into a

ount as the arguments of the serial fa
tor the size ofthe problem and the number of pro
essors.A
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