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Classification

* Before moving on with the discussion let us
restrict ourselves to the following problem
— T = Given Training Set = {(x'))y.), i = 1...N}

- xlle R™ {Data Point i }
* y.: class of data pointi (+1 or -1)
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Use of Linear Discriminant in Classification

* Classifiers such as the Single Layer Perceptron (with
linear activation function) and SVM use a linear
discriminant function to differentiate between
patterns of different classes

* The linear discriminant function is given by

sgn( 1 (x)) =sgn(w'x+b) [
_

/g & b are ‘learned’
Q from the training data

Xy

using some error

criterion

f(X)=w'x+b=0

X
1
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Use of Linear Discriminant in Classification

 There are a large number of lines (or in
general ‘hyperplanes’) separating the two
classes

<0

)=w'x+b=0

f(x
A\

[ Which separator is the best?
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Use of Linear Discriminant in Classification
N

The boundary which lies at the
maximum distance from data
points of both classes gives better
tolerance to noise and better
generalization

J

>0

<0

Misclassified as -1 by the ‘red’
discriminant
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Margin of a linear classifier

 The width by which the boundary of a linear
classifier can be increased before hitting a
data point is called the margin of the linear

classifier
“ = Linialr Classifiers “\&%\0
(3 with larger margins
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u OO N O O
gl o O gl OENG

o |l 0wl \
\ X, X,

CIS 621: Machine Learning PIEAS Biomedical Informatics Research Lab 6




Support Vector Machines (SVM)

e Support Vector Machines are linear classifiers
that produce the optimal separating boundary
(hyper-plane)

— Find w and b in a way so as to maximize the

margin while classifying all the training patterns
correctly (for linearly separable problem)
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Finding Margin of a Linear Classifier

e Consider a linear classifier with the
boundary

f (X)=w'x+b=0 forall x on the boundary
* We know that the vector w is

>0
perpendicular to the boundary x (1)
— Consider two points x(*) and x(2) on Xo @ O
the boundary - x(2) PN ~ P
O
f (x(l)) =w'xY +b=0 (1) mE
<0

f (X(Z)):WTX(2)+b:O (2) . . f(x)=w'x+b=0
Subtracting (1) from (2) \ X1

w' (x(z) - x(l)) =0 = wl (x(z) - x(l))

CIS 621: Machine Learning PIEAS Biomedical Informatics Research Lab 8



Finding Margin of a Linear Classifier

* Let x8) be a point in the feature space
with its projection x(P) on the
boundary X (S)

f(x(p))szx(p)+b=O X, r
* We know that,
X = x®) 4 iy
= f (x(s)) =w'x® +b <0

=w' (x(p) + rv“v) +b \ X;

=wx® + rw W +b

—wxP b rw T s
[w
=0+ rfw|=r|w]| _
(Perpendlcular
f (X(S)) Distance of a point
=T from a line

wi -
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Example

e Consider the line
— X;+2X%,+3 =0

* The distance of
(4,2) is

3.5

25

15

— r=4.92
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Finding Margin of a Linear Classifier

* The points in the training set that N\%@“

lie closest (having minimum /

perpendicular distance) to the

separating hyper-plane are called X, O O
support vectors
* Margin is twice of perpendicular ] ® % %
distances of the hyper-plane from ] ]
the nearest support vector of the <0 []
two classes L
Xy

f ()] =
p= 2|r| —92 ”W” |\L Nearest Support Vector 1
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Geometric vs. Functional Margin

* Functional Margin

— This gives the position
of the point with
respect to the plane,
which does not depend
on the magnitude.

* Geometric Margin
— This gives the distance

between the given
training example and
the given plane.
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Finding Margin of a Linear Classifier

 Assume that all data is at least distance 1 from the hyperplane, then
the following two constraints follow for a training set {(x" ,y.)}

wix® +pb>1 ify.=1

wix) +b<-1 ify,=-1
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Support Vector Machines

 Support Vector Machines, in their basic form, are linear
classifiers that are trained in a way so as to maximize the
margin

* Principles of Operation

— Define what an optimal hyper-plane is (in way that can be
identified in a computationally efficient way)
* Maximize margin
— Allows noise tolerance
— Extend the above definition for non-linearly separable
problems
 have a penalty term for misclassifications

— Map data to an alternate space where it is easier to
classify with linear decision surfaces

e reformulate problem so that data is mapped implicitly to this space
(using kernels)
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Margin Maximization in SVM

 We know that if we require
wix® +pb>1 ify.=1
wix® +b<-1 ify,=-1
* Then the margin is

2

oA
wi

 Margin maximization can be performed by
reducing the norm of the w vector
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SVM as an Optimization problem

 We can present SVM as the following
optimization problem

2
max p=—-:
wi
S.t.
wixVyb<-1, Visty =-1
wixV +b>+1, Visty =+1
. 1
OR  min  p="w'w

S.t.

Y, (WTX(i) + b) > +1
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