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Large Margin Machines for different problems

*  C(lassification: SVM

*  Multiple Class Classification

*  One-Class Classification: One Class SVM

. Feature Selection: 1-norm SVM

*  Ranking: Ranking SVM

e Structured-output prediction: Structured SVM
*  Multiple instance learning: miSVM, MISVM
*  Multi-task learning: Multi-task SVM

*  Multi-label learning

*  Semi-Supervised learning

*  Transductive learning

*  Self-taught learning

*  Online learning

*  Active learning

*  Transfer learning

. Regression: Support Vector Regression

*  Clustering: Support Vector Clustering
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Supervised Classification

e Supervised
Classification

— Apple or orange

— Inductive: Infer a rule
for classification and
use it to label unknown
examples

Apple Orange Orange

= Multi-class Classification

= Apple or orange or mango

= For a binary classifier we can
use
Apple Apple Orange Orange
= Onevs.All PP PP & &
Mango vs, (Apple, Orange)

= One against One !_/

* Applevs. Orange Ma ngo Ma Nngo
= Apple vs. Mango

= Apple vs. (Orange,Mango)
= QOrange vs. (Apple, Mango)

= QOrange vs. Mango
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One Class Classification & Feature Selection

=  One Class Classification
= Apple or not

= Orange or not
= One-Class SVM

Orange Orange
" Feature Selection &
* Select only the required features i‘ & ﬂ -
for classification Apple Apple Orange Orange

= J-norm SVM
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Regression & Clustering

* Regression

— Price of the apple vs. prices of
the orange o

— Can be multi-variable in both | L
input and output .

— Support Vector Regression

= Clustering
=  Unsupervised learning
=  Support Vector Clustering

= Examples in one clusters should be
similar (based on some criteria) to
each other and different from other
examples

= Example: Apple sorting
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Exploratory Data Analysis & Visualization

* Analysis of data sets to summarize their main
characteristics

— PCA

— Clustering
* SOM

— Visualization of classifiers
 Classification trees

e Hierarchial clustering

* Nomograms
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Multiple Instance Learning (MIL)

— Examples come in bags
— Positive bags

* Each Has at least one
positive example

— Negative bags
* All examples are negative
— Tasks

* Classify Bags l
«  Classify instances Positive Bag-1 of apples or oranges Negative Bag-1 of oranges

— Regular binary classification is
a special case of MIL
* Each bagis of size 1

— Positive bags reduce
to positive examples

— Negative bags become

iti } N ive Bag-2 of oran
negative ere o Positive Bag-2 of apples or oranges egative Bag-2 of oranges
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Babenko, Boris, Ming-Hsuan Yang, and Serge Belongie. “Robust Object Tracking with Online Multiple Instance
Learning.” IEEE Trans. Pattern Anal. Mach. Intell. 33, no. 8 (August 2011): 1619-32. doi:10.1109/TPAMI.2010.226.
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Applications of MIL

Annotated binding site
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*  Minhas, Fayyaz ul Amir Afsar, and Asa Ben-Hur. 2012. “Multiple Instance Learning of Calmodulin
Binding Sites.” Bioinformatics 28 (18):i416—22. doi:10.1093/bioinformatics/bts416.
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Semi-Supervised Classification

Use unlabeled data set in
conjunction with labeled
data

Useful in cases when the
number of labeled
examples is small

 Difficult to obtain
labeled examples

Semi-Supervised SVM

Can use indirect labeling
constraints over unlabeled
data as well when
available
* Let’s say we know that a
pair of example has the

same (but unknown) or
different labels

‘

Apple

Apple Orange Orange
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Transductive SVM

= Use unlabeled data
set in conjunction

with labeled data A
pple

Orange Orange

to specifically label
the unlabeled data
only

= Transductive SVM

Orange

Orange Orange Orange  Apple
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Ranking SVM

= Assign a rank to an
input example
= Apple grading
= U.S. Extra Fancy

U.S. Fancy
U.S.No. 1
U.S. No. 1 Hail
U.S. Utility

If 7 is ‘US Extra fancy’ and jis any other category then we want
the score of 7to be higher than that of j i.e.,:

f(xl) Zf(xi)+1_€ij
These are the constraints in a ranking SVM. The objective
function minimizes the sum of slacks and maximizes the margin.
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Multi-task learning

. [ ] [ ] . i
Simultaneously predicting = . Gotdn Deicios - BN
Exce asty when used fresh, in Ri
related tasks sorage, Goodtor cooking QP sa1acs. or sauce. for baking or il apple. Fiavor iiansies i storage.

blended into cider.

= Predict Apple Grade Braeburn e Pink Lady
), Outstanding well-balanced Tangy., or ng. 7
and Apple Variety ‘ lavor. Very fem . Tt . Good o - S
Simultaneousl
Yy S“:::::f’sm e L:lone);f:risp 1 'j Pristine
= Tasks are related Kb N S podkigayelec ? moted 1o 53 e e
jucy
- ) Red Delicious
If the tasks are rt.elate:td to _ Emprs o o donagod Wi s R
each other then it might appioan can 0 boncoa o and i, A sweetian o

be useful to do multi-task ‘"“J:““:i"fa"‘””' Wiiams Pride

. . Fuii nalicious icy, well-balanced flavor.
learning instead of ‘V,,,m‘:';mw O Spiy, wel-valanced
training independent

Winesap

s " rly Fuji
classifiers B v vt i Jonathan Used forciders o dessers
K o y juicy. Tart but well-balanced These apples are very versatie
- flavor. A favorite throughout and are one of the oldest grown
the Midwest. in North America.
G_alaw _  Liberty . ‘ Yataka
Sweet, juicy crisp. Usad as an a'l purpose apple. z iy
Enjoy fresh in a salad. Can be eaten fresh, used n Aot ke Fujis in taste and
cooking and treezing. appearance. Very sweet and

jucy.
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Transfer learning

= Use information from one

task to learn to classify
another

Apple

[ 4

Apple

Orange

Orange

Task-1

Pear

Mango
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Multi-label learning

® |In certain problems, an
example can belong to
more than one class

= Example

= Does a picture
have:
= Apples
= Oranges
= Mangoes

CIS 621: Machine Learning
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Structured output learning

= When the outputis a
structured object

= Single label or real value

-— Nucleic acid binding
-
=
O <— DNA binding

= Vector
= Directed Acyclic Graph

= Relationships between
output variables

= Structured SVM

= Most generic
= Can be used for

= Multi-class
=  Multi-label
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Structured output learning

e Machine
translation

X

What iz the anticipated
cost of collecting fees
under the new propozal?

En vertu des nouvelles
propositions, quel est le
colit prévu de perception
des droits?

What

is

the
anticipated
cost

of
collecting
fees
under
the

new
proposal

Combinatorial structure

En

vertu

de

les

nowve lles
propositions

quel
Est

le
collt
prévu
de
perception
de
les
droits
2
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Structured output learning
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* Sequence labeling as structured R EREE
Output |ea rn'ng Text recognized by the HMM classifier, with cepstrum features (underlined

words are wrong),

—_ Given d Sequence’ predict the the big money fight has drawn the shoporo od dosens

of companies in the entertainment industry as well
Iabels as attorneys gnnerals on states, who fear the

fild shading softwate will encourage illegal acyivitt,

srem the grosth of small arrists and lead to lost cobs and

dimished sales tas revenue.

. Text after spelling correction using trigram decoding,
— Example: pelling . using trigrar g

the big money fight has drawn the support of dozens

* Flndlng what keys were pressed of companies in the entertainment industry as well as

. . . attorneys generals in states, who fear the film sharing
USIng aUdIO recordlng Of keyboard software will encourage illegal activity, stem the growth
emnations

— Uses a hidden markov model of small artists and lead to lost jobs and finished sales

tax revenue.

— Can use a structured SVM | _ . . .
Original text. Notice that it actually contains two typographical errors, one of
h ere which is fixed by our spelling corrector.

the big money fight has drawn the support of dozens

of companies in the entertainment industry as well as
attorneys gnnerals in states, who fear the file sharing
software will encourage illegal activity, stem the growth
of small artists and lead to lost jobs and dimished sales
tax revenue.
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Active Learning

= Active Learning

= Special case of semi-supervised
learning in which a learning algorithm
is able to interactively query the user
(or some other information source) to
obtain the desired outputs at new data
points

= Useful when
= Manual labeling is expensive

= Small set of labeled
examples

= Large set of unlabeled
examples - Is that an
= Can ask about the labels of some | orange?

examples in the unlabeled set
from an oracle

It’s the
one!

= Don’t ask too much and the oracle can 'g%%‘a\ |
also make errors: Proactive learning = =

The Oracle (The matrix, 1999)
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Online Learning

=  Online Learning
= Learn and unlearn concepts
= Concepts can change over time
= Example: Price of apples vs. their grade

=  Online learning allows incremental
learning over time so we don’t have to
retrain the classifier every time

Online learning is a method of machine

learning in which data becomes available in a

sequential order and is used to update our best

predictor for future data at each step, as

opposed to batch learning techniques which
The illiterate of the 21t century enerate the best predictor by learning on the
will not be those who cannot read g P y g

and write, but those who cannot entire training data set at once.

learn, unlearn, and relearn.
- Alvin Toffler
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Representation Learning

* Learn how to represent data for different
machine learning tasks

— Replacement of feature engineering or hand
crafted features

* Deep Learning
* Sparse representations

Google’s Artificial Brain Learns to Find Cat Videos
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Self-Taught Learning

= Self-taught learning

= Learn features
automatically using
completely unrelated
images

Apple Orange
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Recommender Systems

* Predict the rating or preferences

— Collaborative Filtering

« Recommendations are based on a user’s past behavior
(items previously purchased or selected or rating of
products, etc.)

— Content Based Filtering

e Use characteristic of an item to recommend additional
items with similar properties

Gomez-Uribe, Carlos A., and Neil Hunt. 2015. “The Netflix Recommender System: Algorithms, Business Value, and Innovation.”
ACM Trans. Manage. Inf. Syst. 6 (4): 13:1-13:19. doi:10.1145/2843948.
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Reinforcement Learning

= Reinforcement learning
= Learn to fly a plane or play

Tic-Tac-Toe by yourself -
Internal state B §
based only on rewards or xewa rd
penalties : i
= If a function that gives 1 enen
rewards or penalties : =
action 5 —

based on how the
machine behaves, you can
develop a reinforcement
algorithm for such a
problem

learning rate o
inverse temperature p
discount rate y

* Maximize rewards! observation
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We want to make a machine that will be
proud of us.

- Danny Hillis
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