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Decision Trees
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• A tree predicting survival rate for titanic passengers
• A decision tree, in essence, “explains” a dataset by partitioning the 

space with respect to a single feature at a time
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Decision Tree Learning

• Decision tree learning is the construction of a decision tree from class-
labeled training tuples. A decision tree is a flow-chart-like structure, where 
each internal (non-leaf) node denotes a test on an attribute, each branch 
represents the outcome of a test, and each leaf (or terminal) node holds a 
class label. The topmost node in a tree is the root node.

• Algorithms for constructing decision trees usually work top-down, by 
choosing a variable at each step that best splits the set of items.
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Top-down induction of decision trees (TDIDT)

• A tree can be “learned” by splitting 
the source set into subsets based 
on an attribute value test

• Pick the attribute that creates 
“purer” subsets (greedy approach!)

• This process is repeated on each 
derived subset in a recursive 
manner called recursive 
partitioning. 

• The recursion is completed when 
the subset at a node has all the 
same value of the target variable, 
or when splitting no longer adds 
value to the predictions
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Teknomo Kardi (2009): http://people.revoledu.com/kardi/tutorial/DecisionTree/

http://people.revoledu.com/kardi/tutorial/DecisionTree/
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Measures of Impurity
• Gini impurity (CART)

• 𝐺𝐼 𝑇, 𝑎 = 𝐼 𝑇 − σ𝑘=1
|𝑎| |𝑎𝑘|

𝑁
𝐼(𝑎𝑘)

• Entropy-Based Information Gain (ID, C4.5, C5.0)

• 𝐼𝐺 𝑇, 𝑎 = 𝐻 𝑇 − σ𝑘=1
|𝑎| |𝑎𝑘|

𝑁
𝐻(𝑎𝑘)
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𝑎𝑘 is the kth subset partition 



CIS 622: Machine Learning in Bioinformatics PIEAS Biomedical Informatics Research Lab

Measuring Impurity

• Variance Reduction (Regression)
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IG = 1.571- {(5/10)0.722+(2/10)0+(3/10)0 = 1.210

Teknomo Kardi (2009): http://people.revoledu.com/kardi/tutorial/DecisionTree/

http://people.revoledu.com/kardi/tutorial/DecisionTree/
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Choosing the feature

• Advantages and Disadvantages
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Advantages Disadvantages

Simple to understand and interpret Less Accurate

Able to handle both numerical and categorical 
data

Optimal Decision Tree learning is NP-complete

Requires little data preparation Sensitive to data changes

Uses a white box model Can create overly complex boundaries

Possible to validate a model using statistical 
tests

Impurity metrics can bias results to more levels

Non-statistical approach that makes no 
assumptions of the training data or prediction 
residuals

Complexity control through tree depth 
parameter

Built-in feature selection and interpretation Practical imlementation needs some “tricks”
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Ensemble Methods

• Combine the predictions from 
multiple “weak” learners
– Uncorrelated errors in predictions

• Each learner makes errors on 
different examples

– If errors are correlated, little 
advantage in combining the 
classifiers

• How to make different classifiers
– Different Data set partitioning
– Different Features
– Different parameters
– Learning errors from previously 

trained methods
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Polikar 2006: http://users.rowan.edu/~polikar/RESEARCH/PUBLICATIONS/csm06.pdf 
Ensemble Machine Learning Methods and Applications (chapter 1), 2012
https://doc.lagout.org/science/Artificial%20Intelligence/Machine%20learning/Ensemble%20Machine%20Learning
_%20Methods%20and%20Applications%20%5BZhang%20%26%20Ma%202012-02-17%5D.pdf

https://doc.lagout.org/science/Artificial Intelligence/Machine learning/Ensemble Machine Learning_ Methods and Applications [Zhang & Ma 2012-02-17].pdf
https://doc.lagout.org/science/Artificial Intelligence/Machine learning/Ensemble Machine Learning_ Methods and Applications [Zhang & Ma 2012-02-17].pdf
https://doc.lagout.org/science/Artificial Intelligence/Machine learning/Ensemble Machine Learning_ Methods and Applications [Zhang & Ma 2012-02-17].pdf
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Ensemble methods
• Bootstrap Aggregation (Bagging)

– Involves having each model in the ensemble vote with equal weight. 
– Trains each model in the ensemble using a randomly drawn subset of 

the training set. 
– Random Forest algorithm

• Boosting
– Boosting involves incrementally building an ensemble by training each 

new model instance to emphasize the training instances that previous 
models mis-classified.

– Adaboost
– Gradient Boosted Trees

• Stacking (Stacked Generalization)
– Build models and then build a model that predicts the output based 

on the prediction of individual models

• Bayesian Parameter Modeling, Bayesian Model Combination

https://en.wikipedia.org/wiki/Ensemble_learning
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https://en.wikipedia.org/wiki/Ensemble_learning
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XGBoost: A Scalable Tree Boosting System

• An implementation of gradient-boosted trees

• Uses structural risk minimization

• Incrementally builds a machine learning 
model by combining simple trees

• Very successful in different Kaggle 
Competitions

• Easy to use
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SRM

• Representation: Output score for a given example is the 
sum of K tree scores

• Loss: Sum of losses over individual examples (regression 
loss, classification loss, etc.)

• Model Complexity: Number of trees, norm of leaf weights, 
etc.
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𝑓∗ = 𝑎𝑟𝑔𝑚𝑖𝑛𝑓 𝐿 𝑋, 𝑌; 𝑓 + 𝜆𝑔 𝑓

𝑋, 𝑌 is the training data
𝑓 is the learning function

Regularization 

Classifier Complexity
(smoothing) term

Empirical Loss (or  risk) 

termStructural Risk
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Structural Risk in Trees: Model Complexity

• Assume a regression tree with T leaves

• We define tree by a vector of scores in leafs, 
and a leaf index mapping function that maps 
an instance to a leaf 
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Structural Risk in Trees : Model Complexity
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Representation: Using Additive Boosting

• Start off with a simple predictor

• The next step predictor tries to reduce the 
error between the prediction of the previous 
stage and the target by addition

16
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Evaluation: Additive Training
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Optimization: Taylor Expansion
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Optimization

• This gives (notice, gi, hi depend only on loss)
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Optimization

• We know

• Therefore, for our objective function

• We get
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Structural Risk of Trees
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Searching Algorithm for Single Tree
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Greedy Split: Information Gain
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Greedy Splitting

• Algorithm
• For each node, enumerate over all features 

– For each feature, sorted the instances by feature value 
• Use a linear scan to decide the best split along that feature 

– Take the best split solution along all the features 
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Boosted Tree Algorithm
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Code
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import pandas as pd
import numpy as np
import xgboost as xgb

train = pd.read_csv("../input/train.csv")
test = pd.read_csv("../input/test.csv")
submission = pd.read_csv("../input/sampleSubmission.csv")
#target is class_1, ..., class_9 - needs to be converted to 0, ..., 8
train['target'] = train['target'].apply(lambda val: np.int64(val[-1:]))-1

Xy_train = train.as_matrix()
X_train = Xy_train[:,1:-1]
y_train = Xy_train[:,-1:].ravel()

X_test = test.as_matrix()[:,1:]

dtrain = xgb.DMatrix(X_train, y_train, missing=np.NaN)
dtest = xgb.DMatrix(X_test, missing=np.NaN)

params = {"objective": "multi:softprob", "eval_metric": "mlogloss", "booster" : "gbtree",
"eta": 0.05, "max_depth": 3, "subsample": 0.6, "colsample_bytree": 0.7, "num_class": 9}

num_boost_round = 100

gbm = xgb.train(params, dtrain, num_boost_round)
pred = gbm.predict(dtest)

print(gbm.eval(dtrain))

to account for 
examples importance 
we can assign weights 
to them in DMatrix
(not done here)
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Feature Importance
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importance = gbm.get_fscore()

fdict = {}
for key, name in enumerate(train.columns[1:-1]):

fdict['f{0}'.format(key)] = name

importance_with_names = []

for key, value in importance.items():
importance_with_names.append((fdict[key], value))

pd.DataFrame(importance_with_names, columns=['feature',
'fscore']).\
set_index('feature').sort_values(['fscore'],
ascending=[0])[:20].\
plot(kind="barh", legend=False, figsize=(6, 10))
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XGBoost via Scikit
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import pandas as pd
import numpy as np
import xgboost as xgb
from sklearn.metrics import log_loss

train = pd.read_csv("../input/train.csv")
test = pd.read_csv("../input/test.csv")
submission = pd.read_csv("../input/sampleSubmission.csv")
#target is class_1, ..., class_9 - needs to be converted to 0, ..., 8
train['target'] = train['target'].apply(lambda val: np.int64(val[-1:]))-1

Xy_train = train.as_matrix()
X_train = Xy_train[:,1:-1]
y_train = Xy_train[:,-1:].ravel()

X_test = test.as_matrix()[:,1:]

num_boost_round = 100

gbm = xgb.XGBClassifier(max_depth=3, learning_rate=0.05, objective="multi:softprob", subsample=0.6,
colsample_bytree=0.7, n_estimators=num_boost_round)

gbm = gbm.fit(X_train, y_train)

pred = gbm.predict_proba(X_test)

y_hat_train = gbm.predict_proba(X_train)
print(log_loss(y_train, y_hat_train))
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XGBoost Parameters
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References
• XGBoost: A Scalable Tree Boosting System

• https://www.slideshare.net/JaroslawSzymczak1/xgboost-the-algorithm-that-wins-
every-competition

– Especially the feature importance

• https://homes.cs.washington.edu/~tqchen/pdf/BoostedTree.pdf
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https://www.slideshare.net/JaroslawSzymczak1/xgboost-the-algorithm-that-wins-every-competition
https://homes.cs.washington.edu/~tqchen/pdf/BoostedTree.pdf
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End of Lecture

We want to make a machine that will be 
proud of us.

- Danny Hillis


