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Lecture Objectives

= Unimodal basic representations
= Visual, language and acoustic modalities

= Data-driven machine learning
= Training, validation and testing
= Example: K-nearest neighbor

* Linear Classification
= Score function
= Two loss functions (cross-entropy and hinge loss)

= Course project team formation
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Multimodal Machine Learning

Core Technical Challenges:

Representation Translation  Alignment

Fusion Co-Learning

These challenges are non-exclusive.
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Unimodal Basic
Representations
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Unimodal Classification — Visual Modality

Color image
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Unimodal Classification — Visual Modality

Multi-class
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Unimodal Classification — Visual Modality
Multi-label (or multi-task)
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Unimodal Classification — Visual Modality
Multi-label (or multi-task)
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Unimodal Classification — Language Modality

o =[ Word-level
m O Ll ok -
S Rl Masterful S [ classification
g’ By Antony Witheyman - January 12, 2006 % 8
© Ideal for anyone with an interest in - 9
— 0 - -
¢  disguises who likes to see the subject % 1 Part Of SpeeCh )
@ tackledin alhumourousfmanner. 8 0 (noun, verb,...)
-E 0 of 4 people found this review helpful -'5' 0

o | ' o)
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8 (positive or negative)
v 0
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© Loock d . Look at all th 0 I 2D
S e 0 Named entity “
m pecple you've helped. 0 (names Of person )
c 0 yenn
CLARK

,‘_u ]E.Et you;:ﬁe only pEt 1{:1p the good 0
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|x;| = number of words in dictionary
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Unimodal Classification — Language Modality

Document-level
classification

WWWIXIY Masterful!

By Antony Witheyman - January 12, 2006

Ideal for anyone with an interest in
disguises who likes to see the subject
tackled in a humourous manner.

0 of 4 people found this review helpful

Sentiment ?
(positive or negative)

Written language
Input observation x;

il ellelle]l (o] e] (e} (e} |l (o] (o] (o] (e] | J (e} | I (o] (e} | CD“

MARTHA(CON'T)
Look around you. Look at all the
great things you'wve done and the
pecple you've helped.

CLARK
But you've only put up the good
things they say about me.

MARTHA
Clark, honey. If I were to use the
bad things they say I could cover

I;E:hl;i:;Z: the house and the “bag-Of-Word” VeCtOI'
|x;| = number of words in dictionary

Spoken language
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Unimodal Classification — Language Modality

Utterance-level
classification

WWWIXIY Masterful!

By Antony Witheyman - January 12, 2006

Ideal for anyone with an interest in
disguises who likes to see the subject
tackled in a humourous manner.

0 of 4 people found this review helpful

Sentiment ?
(positive or negative)

Written language
Input observation x;

il ellelle]l (o] e] (e} (e} |l (o] (o] (o] (e] | J (e} | I (o] (e} | CD“

MARTHA(CON'T)
Look around you. Look at all the
great things you'wve done and the
pecple you've helped.

T B'E'l(’
But you've only put up the good
things they say about me.
MARTHA

Clark, honey. If I were to use the
bad things they say I could cover

I;E:hl;i:;Z: the house and the “bag-Of-Word” VeCtOI'
|x;| = number of words in dictionary

Spoken language
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Unimodal Classification — Acoustic Modality

Digitalized acoustic signal

[0.21]
0.14
0.56
0.45
0.9
0.98
0.75
0.34
0.24
0.11
0.02]

« Sampling rates: 8~96kHz

* Bit depth: 8, 16 or 24 bits

» Time window size: 20ms
» Offset: 10ms

Spoken word ?

Input observation x;

Spectogram
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Unimodal Classification — Acoustic Modality

Digitalized acoustic signal

0.21
0.14
0.56
0.45

0.9 .
0.98 Emotion ?
0.75
0.34
0.24
0.11
0.02
0.24
0.26 . .
058 Voice quality ?

0.9

0.99

0.79

0.45

0.34

0.24

« Sampling rates: 8~96kHz

* Bit depth: 8, 16 or 24 bits

» Time window size: 20ms
» Offset: 10ms

Spoken word ?

Input observation x;

Spectogram
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Data-Driven
Machine Learning
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Data-Driven Machine Learning

1. Dataset: Collection of labeled samples D: {x;, y;}
2. Training: Learn classifier on training set
3. Testing: Evaluate classifier on hold-out test set

Training set Test set

Dataset
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Simple Classifier ?
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or-
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Dataset
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Simple Classifier: Nearest Neighbor
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Nearest Neighbor Classifier

= Non-parametric approaches—key ideas:
= “Letthe data speak for themselves”
=  “Predict new cases based on similar cases”
=  “Use multiple local models instead of a single global model”

= What isthe complexity of the NN classifier w.r.t training
set of N images and test set of M images”?
= at training time?
O(1)
=  Attesttime?
O(N)
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Simple Classifier: Nearest Neighbor

Distance metrics

L1 (Manhattan) distance:
dy(x1,%2) = Z ] - xj)
J

L2 (Eucledian) distance:

d,(xq,x,) = z (x{ - xg)z

N J
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Definition of K-Nearest Neighbor

— ‘_~+
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I x :
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+ +

(a) 1-nearest neighbor

(b) 2-nearest neighbor
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Data-Driven Approach

1. Dataset: Collection of labeled samples D: {x;, y;}
Training: Learn classifier on training set
Validation: Select optimal hyper-parameters
Testing: Evaluate classifier on hold-out test set

2.
3.
4.

Validation Test
Data Data
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Evaluation methods (for validation and testing)

= Holdout set: The available data set D is divided into two
disjoint subsets,
= the training set D,,,;, (for learning a model)
= the test set D, (for testing the model)

= |mportant: training set should not be used Iin testing and
the test set should not be used in learning.
= Unseen test set provides a unbiased estimate of accuracy.

= The test set is also called the holdout set. (the examples
In the original data set D are all labeled with classes.)

= This method is mainly used when the data set D is large.
= Holdout methods can also be used for validation
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Evaluation methods (for validation and testing)

= n-fold cross-validation: The available data is partitioned
Into n equal-size disjoint subsets.

= Use each subset as the test set and combine the rest n-1
subsets as the training set to learn a classifier.

= The procedure is run n times, which give n accuracies.

= The final estimated accuracy of learning is the average of
the n accuracies.

= 10-fold and 5-fold cross-validations are commonly used.
= This method is used when the available data is not large.
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Evaluation methods (for validation and testing)

= |Leave-one-out cross-validation: This method is
used when the data set is very small.

= Each fold of the cross validation has only a
single test example and all the rest of the data is
used In training.

= |f the original data has m examples, this is m-
fold cross-validation

* |tis a special case of cross-validation
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Linear Classification:
Scores and Loss
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Linear Classification (e.g., neural network)

(Size: 32*32*3)

1. Define a (linear) score function
2. Define the loss function (possibly nonlinear)
3. Optimization
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1) Score Function

Image

g Duck?  what should be
Cat ? the prediction
Dog ? score for each

Pig ? label class?
| .
(Size: 32*32*3) Bird *
For linear classifier: Input observation (it element of the dataset)
: [3072x1]

f O W,b) = Wx; + b

Weights [10x3072]  Bias vector [10x1]

J
Class score '
[10x1] Parameters [10x3073]
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Interpreting a Linear Classifier

fo>0 st The planar decision surface
flx) =0 in data—;pape_ for the simple
fx)<0 linear discriminant function:
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Some Notation Tricks — Multi-Label Classification

W — [W1 WZ WN]

f(xl-; W, b) — le' + b —> f(xl-; W) — le'

Weights x Input + Bias Weights x Input
[10x3072]  [3072x1] [10x1] [10x3073]  [3073x1]
The bias vector will Add a “1” at the
be the last column of end of the input
the weight matrix observation vector

29
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Some Notation Tricks

General formulation of linear classifier:  f(x;; W, b)

“dog” linear classifier:
f(xi; Wdogr bdog) or

f(xi; W,b)aog or  fdog
Linear classifier for label j:

f (xi; W;, by) or

f(xi; W,b); or fi
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Interpreting Multiple Linear Classifiers

apiane Gt I I % - [ O

" B B — . M . automobile E.'-Eﬁh.-‘
f(xl’ WI g b]) VV] X T b] o Emal NES ¥ EEW
cat Eﬁ@...‘.@ &
wer [ PRI NS N I R
oo [HESE]® BRI s\ B
- ..Hﬂ..ﬂ!
norse [ R e ) 1 R T TR
s e e IR -
ek ) s P S o L B

) CIFAR-10 object
car classifier fcar recognition dataset

airplane classifier @
f airplane .

deer classifier

fdeer
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Linear Classification: 2) Loss Function
(or cost function or objective)

Scores Label —p LOoSS
f; W)  yi=2(dog)  Li=?
Irage i 0 (duck)? -12.3 How to assign
: 1 (cat) ? 45.6 only one number
k 2 (dog) ? 98.7 = representing
‘ 3 (pig) ? 12.2 how “unhappy”
(Size: 32*32*3) 4 (bird) ? -45.3 we are about
Multi-class problem these scores?

The loss function quantifies the amount by which
the prediction scores deviate from the actual values.

“ A first challenge: how to normalize the scores? -




First Loss Function: Cross-Entropy Loss

(or logistic loss)

Logistic function:

1
G(f)=1+e‘f

1
a(f)
0.5+
0 | —
0 f > Score function
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First Loss Function: Cross-Entropy Loss

(or logistic loss)

Logistic function:

1
G(f)=1+e‘f

Logistic regression:  p(y; = "dog"|x;w) = o(wTx;)

(two classes) = true
for two-class problem
[ 5
o(f) ;
0.5
i
1
1
|
0 | —
0 f » Score function
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First Loss Function: Cross-Entropy Loss

(or logistic loss)

Logistic function:

1
U(f)=1+e‘f

Logistic regression:  p(y; = "dog"|x;w) = o(wTx;)
(two classes) = true

for two-class problem

: Iyi
Softmax function: oy —
(multiple classes) pilx; W) = Y. el

J
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First Loss Function: Cross-Entropy Loss

(or logistic loss)

Softmax function

Minimizing the
negative log likelihood.

matrix multiply + bias offset

001 1005 01 ) 005 i 0.0 cross-entropy loss (Softmax)

07 | 02 | 005 | 0.16 22 | 4| 02 -2.85 0.058 0.016

> exp normalize
- log(0.353)
00 |-045| 02 | 0.03 44 0.3 086 | —»| 236 = 0.631 | !

yi 2 to one) 0.452

0.28 1.32 0.353

w 56 b
Ly
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Second Loss Function: Hinge Loss
(or max-margin loss or Multi-class SVM loss)

L; Zma’x(()) f(xiaw)j _ f(wi’W)yi —'_A)
T I7Y; T
lossdueto X

example i sum over all
Incorrect labels

difference between the correct class
score and incorrect class score

1 L 1L delta
I E b +

scores for other classes score for correct class

score
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Second Loss Function: Hinge Loss

(or max-margin loss or Multi-class SVM loss)

L; = Z ma,x(O, f(wza W)j _ f(wi’W)yi i3 A)

J7Y;i I
e.g. 10

Example:  f(z;, W) = [13,-7,11]
Y; = 0

L; = max(0,—7 — 13 + 10) + max(0,11 — 13 + 10)
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Two Loss Functions

hinge loss (SVM)
-2.85
matrix multiply + bias offset max(0, -2.85 - 0.28 + 1) +
—»| | 0.86 max(0, 0.86 - 0.28 + 1)
0.01 | -005 | 0.1 | 0.05 -15 0.0 =
098 1.58
0.7 0.2 0.05 | 0.16
22 + 0.2
0.0 |-045| -0.2 | 0.03 44 03 cross-entropy loss (Softmax)
-2.85 0.058 0.016
|44 56 b
ex| normalize
— | 0.86 _p, 236 | —u__p | 0.631 | -109(0.353)
wz (to sum =
to one) 0.452
0.28 1.32 0.353
Yi | 2

How to find the optimal W?
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Regularization

Regularization factor

W) \
L; = —log + AR(W)

Y efixiW)
L-2 Norm (Gaussian prior): L-1 Norm (Laplacian prior):
RW) =W RW) =W
L(6) HO),,

A 4 W
AW WL
N 2
4R -
U
41
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Loss function (1)

= Loss function is often made up of three parts

L= Ldata + AlLregularization + Achonstraints

= Data term

= How well our model is explaining/predicting training data (e.g. cross-
entropy loss, Euclidean loss)

z ( efyi(xiiW) )
L; = —zlog :
fj(xWw)
i i Zie 7
2
Z L; = Z(Yi — f(x;, W)
i i
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Loss function (2)

= Loss function is often made up of three parts

L= Ldata + AlLregularization + Achonstraints

= Regqularization/Smoothness term
= Prevent the model from becoming too complex
= e.g. ||W[|, for parameters smoothness

= e.g. ||W[|, for parameter sparsity

A4 IS a hyper-parameter
Optional, but almost never omitted
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Loss function (3)

» Loss function is often made up of three parts
L= Ldata + AlLregularization + Achonstraints
= Additional constraints
= QOptional and not always used

= Help with certain models (e.g. coordinated multimodal
representation)

= e.g. Triplet loss, hinge ranking loss, reconstruction loss
= Will talk more during multimodal representation lecture
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