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Recently, increasing attention has been directed to the study of the emotional content of speech signals,

and hence, many systems have been proposed to identify the emotional content of a spoken utterance.

This paper is a survey of speech emotion classification addressing three important aspects of the design of

a speech emotion recognition system. The first one is the choice of suitable features for speech

representation. The second issue is the design of an appropriate classification scheme and the third

issue is the proper preparation of an emotional speech database for evaluating system performance.

Conclusions about the performance and limitations of current speech emotion recognition systems are

discussed in the last section of this survey. This section also suggests possible ways of improving speech

emotion recognition systems.

& 2010 Elsevier Ltd. All rights reserved.
1. Introduction

The speech signal is the fastest and the most natural method of
communication between humans. This fact has motivated
researchers to think of speech as a fast and efficient method of
interaction between human and machine. However, this requires
that the machine should have the sufficient intelligence to recog-

nize human voices. Since the late fifties, there has been tremendous
research on speech recognition, which refers to the process of
converting the human speech into a sequence of words. However,
despite the great progress made in speech recognition, we are still
far from having a natural interaction between man and machine
because the machine does not understand the emotional state of the
speaker. This has introduced a relatively recent research field,
namely speech emotion recognition, which is defined as extracting
the emotional state of a speaker from his or her speech. It is
believed that speech emotion recognition can be used to extract
useful semantics from speech, and hence, improves the perfor-
mance of speech recognition systems [93].

Speech emotion recognition is particularly useful for applica-
tions which require natural man–machine interaction such as web
movies and computer tutorial applications where the response of
those systems to the user depends on the detected emotion [116].
It is also useful for in-car board system where information of the
mental state of the driver may be provided to the system to initiate
his/her safety [116]. It can be also employed as a diagnostic tool for
ll rights reserved.
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therapists [41]. It may be also useful in automatic translation
systems in which the emotional state of the speaker plays an
important role in communication between parties. In aircraft
cockpits, it has been found that speech recognition systems
trained to stressed-speech achieve better performance than
those trained by normal speech [49]. Speech emotion
recognition has also been used in call center applications and
mobile communication [86]. The main objective of employing
speech emotion recognition is to adapt the system response upon
detecting frustration or annoyance in the speaker’s voice.

The task of speech emotion recognition is very challenging for
the following reasons. First, it is not clear which speech features are
most powerful in distinguishing between emotions. The acoustic
variability introduced by the existence of different sentences,
speakers, speaking styles, and speaking rates adds another obstacle
because these properties directly affect most of the common
extracted speech features such as pitch, and energy contours [7].
Moreover, there may be more than one perceived emotion in the
same utterance; each emotion corresponds to a different portion of
the spoken utterance. In addition, it is very difficult to determine
the boundaries between these portions. Another challenging issue
is that how a certain emotion is expressed generally depends on the
speaker, his or her culture and environment. Most work has focused
on monolingual emotion classification, making an assumption
there is no cultural difference among speakers. However, the
task of multi-lingual classification has been investigated [53].
Another problem is that one may undergo a certain emotional
state such as sadness for days, weeks, or even months. In such a
case, other emotions will be transient and will not last for more
than a few minutes. As a consequence, it is not clear which emotion
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the automatic emotion recognizer will detect: the long-term emo-
tion or the transient one. Emotion does not have a commonly
agreed theoretical definition [62]. However, people know emotions
when they feel them. For this reason, researchers were able to study
and define different aspects of emotions. It is widely thought that
emotion can be characterized in two dimensions: activation and
valence [40]. Activation refers to the amount of energy required
to express a certain emotion. According to some physiological
studies made by Williams and Stevens [136] of the emotion
production mechanism, it has been found that the sympathetic
nervous system is aroused with the emotions of Joy, Anger, and
Fear. This induces an increased heart rate, higher blood pressure,
changes in depth of respiratory movements, greater sub-glottal
pressure, dryness of the mouth, and occasional muscle tremor.
The resulting speech is correspondingly loud, fast and enunciated
with strong high-frequency energy, a higher average pitch, and
wider pitch range. On the other hand, with the arousal of the
parasympathetic nervous system, as with sadness, heart rate
and blood pressure decrease and salivation increases, producing
speech that is slow, low-pitched, and with little high-frequency
energy. Thus, acoustic features such as the pitch, timing, voice
quality, and articulation of the speech signal highly correlate with
the underlying emotion [20]. However, emotions cannot be
distinguished using only activation. For example, both the anger
and the happiness emotions correspond to high activation but they
convey different affect. This difference is characterized by the
valence dimension. Unfortunately, there is no agreement within
researchers on how, or even if, acoustic features correlate with this
dimension [79]. Therefore, while classification between high-
activation (also called high-arousal) emotions and low-activation
emotions can be achieved at high accuracies, classification between
different emotions is still challenging.

An important issue in speech emotion recognition is the need to
determine a set of the important emotions to be classified by an
automatic emotion recognizer. Linguists have defined inventories
of the emotional states, most encountered in our lives. A typical set
is given by Schubiger [111] and O’Connor and Arnold [95], which
contains 300 emotional states. However, classifying such a large
number of emotions is very difficult. Many researchers agree with
the ‘palette theory’, which states that any emotion can be
decomposed into primary emotions similar to the way that any
color is a combination of some basic colors. Primary emotions are
Anger, Disgust, Fear, Joy, Sadness, and Surprise [29]. These
emotions are the most obvious and distinct emotions in our life.
They are called the archetypal emotions [29].

In this paper, we present a comprehensive review of speech
emotion recognition systems targeting pattern recognition
researchers who do not necessarily have a deep background in
speech analysis. We survey three important aspects in speech
emotion recognition: (1) important design criteria of emotional
speech corpora, (2) the impact of speech features on the classi-
fication performance of speech emotion recognition, and (3)
classification systems employed in speech emotion recognition.
Though there are many reviews on speech emotion recognition
such as [129,5,12], our survey is more comprehensive in surveying
the speech features and the classification techniques used in
speech emotion recognition. We surveyed different types of
features and considered the benefits of combining the available
acoustic information with other sources of information such as
linguistic, discourse, and video information. We theoretically
covered, in some detail different classification techniques com-
monly used in speech emotion recognition. We also included
numerous speech recognition systems implemented in other
research papers in order to have an insight on the performance
of existing speech emotion recognizers. However, the reader
should interpret the recognition rates of those systems carefully
since different emotional speech corpora and experimental setups
were used with each of them.

The paper is divided into five sections. In Section 2, important
issues in the design of an emotional speech database are discussed.
Section 3 reviews in detail speech feature extraction methods.
Classification techniques applied in speech emotion recognition
are addressed in Section 4. Finally, important conclusions are
drawn in Section 5.
2. Emotional speech databases

An important issue to be considered in the evaluation of an
emotional speech recognizer is the degree of naturalness of the
database used to assess its performance. Incorrect conclusions may
be established if a low-quality database is used. Moreover, the
design of the database is critically important to the classification
task being considered. For example, the emotions being classified
may be infant-directed; e.g. soothing and prohibition [15,120], or
adult-directed; e.g. joy and anger [22,38]. In other databases, the
classification task is to detect stress in speech [140]. The
classification task is also defined by the number and type of
emotions included in the database. This section is divided into
three subsections. In Section 2.1, different criteria used to evaluate
the goodness of an emotional speech database are discussed. In
Section 2.2, a brief overview of some of the available databases is
given. Finally, limitations of the emotional speech databases are
addressed in Section 2.3.

2.1. Design criteria

There should be some criteria that can be used to judge how well
a certain emotional database simulates a real-world environment.
According to some studies [69,22], the following are the most
relevant factors to be considered:

Real-world emotions or acted ones?: It is more realistic to use
speech data that are collected from real life situations. A famous
example is the recordings of the radio news broadcast of major
events such as the crash of Hindenburg [22]. Such recordings
contain utterances with very natural conveyed emotions.
Unfortunately, there may be some legal and moral issues that
prohibit the use of them for research purposes. Alternatively,
emotional sentences can be elicited in sound laboratories as in
the majority of the existing databases. It has always been criticized
that acted emotions are not the same as real ones. Williams and
Stevens [135] found that acted emotions tend to be more
exaggerated than real ones. Nonetheless, the relationship
between the acoustic correlate and the acted emotions does not
contradict that between acoustic correlates and real ones.

Who utters the emotions?: In most emotional speech databases,
professional actors are invited to express (or feign) pre-determined
sentences with the required emotions. However, in some of them
such as the Danish Emotional Speech (DES) database [38], semi-
professional actors are employed instead in order to avoid
exaggeration in expressing emotions and to be closer to real-
world situations.

How to simulate the utterances?: The recorded utterances in most
emotional speech databases are not produced in a conversational
context [69]. Therefore, utterances may lack some naturalness since it
is believed that most emotions are outcomes of our response to
different situations. Generally, there are two approaches for eliciting
emotional utterances. In the first approach, experienced speakers act as
if they were in a specific emotional state, e.g. being glad, angry, or sad. In
many developed corpora [15,38], such experienced actors were not
available and semi-professional or amateur actors were invited to utter
the emotional utterances. Alternatively, a Wizard-of-Oz scenario is
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used in order to help the actor reach the required emotional states. This
wizard involves the interaction between the actor and the computer as
if the latter is a human [8]. In a recent study [59], it was proposed to use
computer games to induce natural emotional speech. Voice samples
were elicited following game events whether the player won or lost the
game and were accompanied by either pleasant or unpleasant sounds.

Balanced utterances or unbalanced utterances?: While balanced
utterances are useful for controlled scientific analysis and experi-
ments, they may reduce the validity of the data. As an alternative, a
large set of unbalanced and valid utterances may be used.

Utterances are uniformly distributed over emotions?: Some corpus
developers prefer that the number of utterances for each emotion is
almost the same in order to properly evaluate the classification
accuracy such as in the Berlin corpus [18]. On the other hand, many
other researchers prefer that the distribution of the emotions in the
database reflects their frequency in the world [140,91]. For
example, the neutral emotion is the most frequent emotion in
our daily life. Hence, the number of utterances with neutral
emotion should be the largest in the emotional speech corpus.

Same statement with different emotions?: In order to study the
explicit effect of emotions on the acoustic features of the speech
utterances, it is common in many databases to record the same
sentence with different emotions. One advantage of such a
database is to ensure that the human judgment on the perceived
emotion is solely based on the emotional content of the sentence
and not on its lexical content.

2.2. Available and known emotional speech databases

Most of the developed emotional speech databases are not
available for public use. Thus, there are very few benchmark
databases that can be shared among researchers. Another conse-
quence from this privacy is the lack of coordination among
researchers in this field: the same mistakes in recording are being
repeated for different emotional speech databases. Table 1
summarizes characteristics of some databases commonly used in
speech emotion recognition. From this table, we notice that the
emotions are usually stimulated by professional or nonprofessional
actors. In fact, there are some legal and ethical issues that may
prevent researchers from recording real voices. In addition,
nonprofessional actors are invited to produce emotions in many
databases in order to avoid exaggeration in the perceived emotions.
Moreover, we notice that most the databases share the following
emotions: anger, joy, sadness, surprise, boredom, disgust, and
neutral following the palette theory. Finally, most of the
databases addressed adult-directed emotions while only two,
KISMET and BabyEars, considered infant-directed emotions. It is
believed that recognizing infant-directed emotions is very useful in
the interaction between man and robots [15].

2.3. Problems in existing emotional speech databases

Almost all the existing emotional speech databases have some
limitations for assessing the performance of proposed emotion
recognizers. Some of the limitations of emotional speech databases
are briefly mentioned:
(1)
 Most speech emotional databases do not well enough simulate
emotions in a natural and clear way. This is evidenced by the
relatively low recognition rates of human subjects. In some
databases (see [94]), the human recognition performance is as
low as about 65%.
(2)
 In some databases such as KISMET, the quality of the recorded
utterances is not so good. Moreover, the sampling frequency is
somewhat low (8 kHz).
(3)
 Phonetic transcriptions are not provided with some databases
such as BabyEars [120]. Thus, it is difficult to extract linguistic
content from the utterances of such databases.
3. Features for speech emotion recognition

An important issue in the design of a speech emotion recogni-
tion system is the extraction of suitable features that efficiently
characterize different emotions. Since pattern recognition techni-
ques are rarely independent of the problem domain, it is believed
that a proper selection of features significantly affects the classi-
fication performance.

Four issues must be considered in feature extraction. The first
issue is the region of analysis used for feature extraction. While
some researchers follow the ordinary framework of dividing the
speech signal into small intervals, called frames, from each which a
local feature vector is extracted, other researchers prefer to extract
global statics from the whole speech utterance. Another important
question is what the best feature types for this task are, e.g. pitch,
energy, zero crossing, etc.? A third question is what is the effect of
ordinary speech processing such as post-filtering and silence
removal on the overall performance of the classifier? Finally,
whether it suffices to use acoustic features for modeling emotions
or if it is necessary to combine them with other types of features
such as linguistic, discourse information, or facial features.

The above issues are discussed in detail in the following five
subsections. In Section 3.1, a comparison between local features
and global features is given. Section 3.2 describes different types of
speech features used in speech emotion recognition. This sub-
section is concluded with our recommendations for the choice of
speech features. Section 3.3 explains the pre-processing and the
post-processing steps required for the extracted speech features.
Finally, Section 3.4 discusses other sources of information that
can be integrated with the acoustic one in order to improve
classification performance.
3.1. Local features versus global features

Since speech signals are not stationary even in wide sense, it is
common in speech processing to divide a speech signal into small
segments called frames. Within each frame the signal is considered
to be approximately stationary [104]. Prosodic speech features
such as pitch and energy are extracted from each frame and called
local features. On the other hand, global features are calculated as
statistics of all speech features extracted from an utterance. There
has been a disagreement on which of local and global features are
more suitable for speech emotion recognition. The majority of
researchers have agreed that global features are superior to local
ones in terms of classification accuracy and classification time
[128,57,117,100]. Global features have another advantage over
local features; their number is much less. Therefore, the application
of cross validation and feature selection algorithms to global
features are executed much faster than if applied to local features.

However, researchers have claimed that global features are
efficient only in distinguishing between high-arousal emotions, e.g.
anger, fear, and joy, versus low-arousal ones, e.g. sadness [94]. They
claim that global features fail to classify emotions which have
similar arousal, e.g. Anger versus Joy. Another disadvantage of
global features is that temporal information present in speech
signals is completely lost. Moreover, it may be unreliable to use
complex classifiers such as the hidden Markov model (HMM) and
the support vector machine (SVM) with global speech features
since the number of training vectors may not be sufficient for
reliably estimating model parameters. On the other hand, complex
classifiers can be trained reliably using the large number of local



Table 1
Characteristics of common emotional speech databases.

Corpus Access Language Size Source Emotions

LDC Emotional

Prosody Speech

and Transcripts

[78]

Commercially

availablea

English 7 actors �15 emotions

�10 utterances

Professional

actors

Neutral, panic, anxiety, hot anger, cold anger, despair,

sadness, elation, joy, interest, boredom, shame, pride,

contempt

Berlin emotional

database [18]

Public and

freeb

German 800 utterances (10 actors

�7 emotions �10 utterances + some

second version) ¼ 800 utterances

Professional

actors

Anger, joy, sadness, fear, disgust, boredom, neutral

Danish emotional

database [38]

Public with

license feec

Danish 4 actors �5 emotions (2 words

+ 9 sentences + 2 passages)

Nonprofessional

actors

Anger, joy, sadness, surprise, neutral

Natural [91] Private Mandarin 388 utterances, 11 speakers, 2

emotions

Call centers Anger, neutral

ESMBS [94] Private Mandarin 720 utterances, 12 speakers, 6

emotions

Nonprofessional

actors

Anger, joy, sadness, disgust, fear, surprise

INTERFACE [54] Commercially

availabled

English,

Slovenian,

Spanish,

French

English (186 utterances), Slovenian

(190 utterances), Spanish (184

utterances), French (175 utterances)

Actors Anger, disgust, fear, joy, surprise, sadness, slow neutral, fast

neutral

KISMET [15] Private American

English

1002 utterances, 3 female speakers,

5 emotions

Nonprofessional

actors

Approval, attention, prohibition, soothing, neutral

BabyEars [120] Private English 509 utterances, 12 actors (6 males

+ 6 females), 3 emotions

Mothers and

fathers

Approval, attention, prohibition

SUSAS [140] Public with

license feee

English 16,000 utterances, 32 actors

(13 females + 19 males)

Speech under

simulated and

actual stress

Four stress styles: Simulated Stress, Calibrated Workload

Tracking Task, Acquisition and Compensatory Tracking Task,

Amusement Park Roller-Coaster, Helicopter Cockpit

Recordings

MPEG-4 [114] Private English 2440 utterances, 35 speakers U.S. American

movies

Joy, anger, disgust, fear, sadness, surprise, neutral

Beihang

University [43]

Private Mandarin 7 actors �5 emotions �20

utterances

Nonprofessional

actors

Anger, joy, sadness, disgust, surprise

FERMUS III [112] Public with

license feef

German,

English

2829 utterances, 7 emotions,

13 actors

Automotive

environment

Anger, disgust, joy, neutral, sadness, surprise

KES [65] Private Korean 5400 utterances, 10 actors Nonprofessional

actors

Neutral, joy, sadness, anger

CLDC [146] Private Chinese 1200 utterances, 4 actors Nonprofessional

actors

Joy, anger, surprise, fear, neutral, sadness

Hao Hu et al. [56] Private Chinese 8 actors �5 emotions

�40 utterances

Nonprofessional

actors

Anger, fear, joy, sadness, neutral

Amir et al. [2] Private Hebrew 60 Hebrew and 1 Russian actors Nonprofessional

actors

Anger, disgust, fear, joy, neutral, sadness

Pereira [55] Private English 2 actors �5 emotions

�8 utterances

Nonprofessional

actors

Hot anger, cold anger, joy, neutral, sadness

a Linguistic Data Consortium, University of Pennsylvania, USA.
b Institute for Speech and Communication, Department of Communication Science, the Technical University, Germany.
c Department of Electronic Systems, Aalborg University, Denmark.
d Center for Language and Speech Technologies and Applications (TALP), the Technical University of Catalonia, Spain.
e Linguistic Data Consortium, University of Pennsylvania, USA.
f FERMUS research group, Institute for Human-Machine Communication, Technische Universität München, Germany.
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feature vectors and hence their parameters will be accurately
estimated. This may lead to higher classification accuracy than that
achieved if global features are used.

A third approach for feature extraction is based on segmenting
speech signals to the underlying phonemes and then calculating
one feature vector for each segmented phoneme [73]. This
approach relies on a study that observes variation in the spectral
shapes of the same phone under different emotions [74]. This
observation is essentially true for vowel sounds. However, the poor
performance of phoneme segmentation algorithms can be another
problem, especially when the phonetic transcriptions of utterances
are not provided. An alternative method is to extract a feature
vector for each voiced speech segment rather than for each
phoneme. Voiced speech segments refer to continuous parts of
speech that are caused by vibrations of the vocal cord and are
oscillatory [104]. This approach is much easier to implement than
the phoneme-based approach. In [117], the feature vector
contained a combination of segment-based and global features.
The k-nearest neighbor (k-NN) and the SVM were used for
classification. The KISMET emotional corpus [15] was used for
assessing the classification performance. The corpus contained
1002 utterances from three English speakers with the following
infant-directed emotions: approval, attention, prohibition,
soothing, and neutral. Speaker-dependent classification was
mainly considered. Employing their feature representation
resulted in 5% increase over the baseline accuracy corresponding
to using only global features. In particular, the segment-based
approach achieved classification accuracies of 87% and 83% using
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the k-NN and the SVM, respectively, versus 81% and 78% obtained
by utterance-level features and using the same classifiers.

3.2. Categories of speech features

An important issue in speech emotion recognition is the extraction
of speech features that efficiently characterize the emotional content of
speech and at the same time do not depend on the speaker or the lexical
content. Although many speech features have been explored in speech
emotion recognition, researchers have not identified the best speech
features for this task.

Speech features can be grouped into four categories: continuous
features, qualitative features, spectral features, and TEO (Teager
energy operator)-based features. Fig. 1 shows examples of features
belonging to each category. The main purpose of this section is to
compare the pros and cons of each category. However, it is common
in speech emotion recognition to combine features that belong to
different categories to represent the speech signal.

3.2.1. Continuous speech features

Most researchers believe that prosody continuous features such
as pitch and energy convey much of the emotional content of an
utterance [29,19,12]. According to the studies performed by
Williams and Stevens [136], the arousal state of the speaker
(high activation versus low activation) affects the overall energy,
energy distribution across the frequency spectrum and the
frequency and duration of pauses of speech signal. Recently,
several studies have confirmed this conclusion [60,27].

Continuous speech features have been heavily used in speech
emotion recognition. For example, Banse et al. examined vocal cues for
14 emotion categories [7]. The speech features they used are related to
the fundamental frequency (F0), the energy, the articulation rate, and
the spectral information in voiced and unvoiced portions. According to
many studies (see [29,92,69]), these acoustic features can be grouped
into the following categories:
(1)
 pitch-related features;

(2)
 formants features;

(3)
 energy-related features;

(4)
 timing features;

(5)
 articulation features.
Some of the most commonly used global features in speech
emotion recognition are:

Fundamental frequency (F 0): mean, median, standard deviation,
maximum, minimum, range (max–min), linear regression coefficients,
Fig. 1. Categories of
4th order Legendre parameters, vibrations, mean of first difference,
mean of the absolute of the first difference, jitter, and ratio of the
sample number of the up-slope to that of the down-slope of the pitch
contour.

Energy: mean, median, standard deviation, maximum, mini-
mum, range (max–min), linear regression coefficients, shimmer,
and 4th order Legendre parameters.

Duration: speech rate, ratio of duration of voiced and unvoiced
regions, and duration of the longest voiced speech.

Formants: first and second formants, and their bandwidths.
More complex statistics are also used such as the parameters of

the F0-pattern generation model proposed by Fujisaki (for more
details, see [51]).

Several studies on the relationship between the above-mentioned
speech features and the basic archetypal emotions have been made
[28,29,7,92,96,9,11,123]. From these studies, it has been shown that
prosodic features provide a reliable indication of the emotion. However,
there are contradictory reports on the effect of emotions on prosodic
features. For example, while Murray and Arnott [92] indicate that a
high speaking rate is associated with the emotion of anger, Oster and
Risberg [96] have an opposite conclusion. In addition, it seems that
there are similarities between characteristics of some emotions. For
instance, the emotions of anger, fear, joy, and surprise have similar
characteristics for the fundamental frequency (F0) [104,20] such as:
�

spee
Average pitch: average value of F0 for the utterance.

�
 Contour slope: the slope of the F0-contour.

�
 Final lowering: the steepness of the F0 decrease at the end of the

falling contour, or of the rise at the end of rising contour.

�
 Pitch range: the difference between the highest and the smallest

value of F0.

�
 Reference line: the steady value of F0 after an excursion of high

or small pitch.

3.2.2. Voice quality features

It is believed that the emotional content of an utterance is
strongly related to its voice quality [29,109,31]. Experimental
studies with listening human subjects demonstrated a strong
relation between voice quality and the perceived emotion [46].
Many researchers studying the auditory aspects of emotions have
been trying to define a relation [29,92,28,110]. Voice quality seems
to be described most regularly with reference to full-blown
emotions; i.e. emotions that strongly direct people into a course
of actions [29]. This is opposed to ‘‘underlying emotions’’ which
influence positively or negatively a person’s actions and thoughts
ch features.
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without seizing control [29]. A wide range of phonetic variables
contributes to the subjective impression of voice quality [92].
According to an extensive study made by Cowie et al. [29], the
acoustic correlates, related to the voice quality, are grouped into
the following categories.
(1)
 voice level: signal amplitude, energy and duration have been
shown to be reliable measures of voice level;
(2)
 voice pitch;

(3)
 phrase, phoneme, word and feature boundaries;

(4)
 temporal structures.
However, relatively little is known about the role of voice
quality in delivering emotions for two reasons. First, impressio-
nistic labels are used to described voice quality such as tense, harsh,
and breathy. Those terms can have different interpretations based
on the understanding of the researcher [46]. This led to a
disagreement between researchers on how to associate vocal
quality terms to emotion. For example, Sherer [109] suggested
that tense voice is associated with anger, joy, and fear; and lax voice
is associated with sadness. On the other hand, Murray and Arnott
[92] suggested that breathy voice is associated with both anger and
happiness; sadness is associated with a ‘resonant’ voice quality.

The second problem is the difficulty of automatically deciding
those voice quality terms directly from the speech signal. There has
been numerous research for the latter problem which can be
categorized into two approaches. The first approach depends on the
fact that the speech signal can be modelled as the output of vocal
tract filter excited by a glottal source signal [104]. Therefore, voice
quality can better measured by removing the filtering effect of the
vocal tract and measuring parameters of the glottal signal.
However, neither the glottal source signal nor the vocal tract
filter are known and hence the glottal signal is estimated by
exploiting knowledge about the characteristics of the source signal
and of the vocal tract filter. For a review of inverse-filtering
techniques, the reader is referred to [46] and the references
therein. Because of the inherent difficulty in this approach, it is
not much used in speech emotion recognition; e.g. [122]. In the
second approach, the voice quality is numerically represented by
parameters estimated directly from the speech signal; i.e. no
estimation of the glottal source signal is performed. In [76],
voice quality was represented by the jitter and shimmer [44].
The speech emotion recognition system used continuous HMM as a
classifier and applied to utterances from the SUSAS database [140]
with the following selected speaking styles: angry, fast, Lombard,
question, slow and soft. The classification task was speaker
independent but dialect-dependent. The baseline accuracy
corresponding to using only MFCC as features was 65.5%. The
classification accuracy was 68.1% when the MFCC was combined
with the jitter, 68.5% when the MFCC was combined with the
shimmer, and 69.1% when the MFCC was combined with both
of them.

In [81,83,84], voice quality parameters are roughly calculated as
follows. The pitch, the first four formant frequencies and their
bandwidths are estimated from the speech signal. The effect of
vocal tract is equalized mathematically by subtracting terms which
represent the vocal tract influence from the amplitudes of each
harmonic (see [85] for details). Finally, voice quality parameters,
called spectral gradients, are calculated as simple functions of the
compensated harmonic amplitudes. The experimental result of
their study is discussed in Section 4.5.
3.2.3. Spectral-based speech features

In addition to time-dependent acoustic features such as pitch
and energy, spectral features are often selected as a short-time
representation for speech signal. It is recognized that the emotional
content of an utterance has an impact on the distribution of the
spectral energy across the speech range of frequency [94]. For
example, it is reported that utterances with happiness emotion
have high energy at high frequency range while utterances with the
sadness emotion have small energy at the same range [7,64].

Spectral features can be extracted in a number of ways including
the ordinary linear predictor coefficients (LPC) [104], one-sided
autocorrelation linear predictor coefficients (OSALPC) [50], short-
time coherence method (SMC) [14], and least-squares modified
Yule–Walker equations (LSMYWE) [13]. However, in order to
better exploit the spectral distribution over the audible
frequency range, the estimated spectrum is often passed through
a bank of band-pass filters. Spectral features are then extracted
from the outputs of these filters. Since human perception of pitch
does not follow a linear scale [103], the filters’ bandwidths are
usually evenly distributed with respect to a suitable nonlinear
frequency scale such as the Bark scale [103], the Mel-frequency
scale [103,61], the modified Mel-frequency scale, and the ExpoLog
scale [13].

Cepstral-based features can be derived from the corresponding
linear features as in the case of linear predictor cepstral coefficients
(LPCC) [4] and cepstral-based OSALPC (OSALPCC) [13]. There have
been contradictory reports on whether cepstral-based features are
better than linear-based ones in emotion recognition. In [13], it was
shown that features based on cepstral analysis such as LPCC,
OSALPCC, and Mel-frequency cepstrum coefficients (MFCC)
clearly outperform the performance of the linear-based features
of LPC and OSALPC, in detecting stress in speech signal. However,
New et al. [94] compared a linear-based feature, namely Log-
frequency power coefficients (LFPC), and two cepstral-based
features, namely LPCC and MFCC. They mainly used HMM for
classification. The emotional speech database they used was locally
recorded. It contained 720 utterances from six Burmese speakers
and six Mandarin speakers with the six archetypal emotions: anger,
disgust, fear, joy, sadness, and surprise. Sixty percent of the
emotion utterances of each speaker were used to train each
emotion model while the remaining 40% of the utterances were
used for testing. They showed that the LFPC provided an average
classification accuracy of 77.1% while the LPCC and the MFCC gave
56.1% and 59.0% identification accuracies, respectively.

3.2.4. Nonlinear TEO-based features

According to experimental studies done by Teager, the speech is
produced by nonlinear air flow in the vocal system [125]. Under
stressful conditions, the muscle tension of the speaker affects the
air flow in the vocal system producing the sound. Therefore,
nonlinear speech features are necessary for detecting the speech
in the sound. The Teager-energy-operator (TEO), first introduced by
Teager [124] and Kaiser [63], was originally developed with the
supporting evidence that hearing is the process of detecting energy.
For a discrete time signal, x[n], the TEO is defined as

Cfx½n�g ¼ x2½n��x½n�1�x½nþ1�: ð1Þ

It has been observed that under stressful conditions the
fundamental frequency changes, as does the distribution of
harmonics over the critical bands [13,125]. It is verified that the
TEO of multi-frequency signal does not only reflects individual
frequency components but also interaction between them [145].
Based on this fact, TEO-based features can then be used for
detecting stress in speech. In [21], the Teager energy profile of
the pitch contour was the feature used to classify the following
effects in speech: loud, angry, Lombard, clear, and neutral.
Classification was performed by a combination of vector
quantization and HMM. The classification system was applied to
utterances from the SUSAS database [140] and it was speaker
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dependent. While the classification system detected the loud and
angry effects of speech with a high accuracy of 98.1% and 99.1%,
respectively, the classification accuracies of detecting the Lombard
and clear effects were much lower: 86.1% and 64.8%. Moreover, two
assumptions were made: (1) the text of the spoken utterances is
already known to the system, and (2) the spoken words have the
structure of vowel-consonant or consonant-vowel-consonant.
Therefore, much lower accuracies are expected for free-style
speech.

In another study [145], other TEO-based features, namely TEO-
decomposed FM variation (TEO-FM-Var), normalized TEO
autocorrelation envelope area (TEO-Auto-Env), and critical band-
based TEO autocorrelation envelope area (TEO-CB-Auto-Env), were
proposed for detecting neutral versus stressed speech and for
classifying the stressed speech into three styles: angry, loud, and
Lombard. Five-state HMM was used as a baseline classifier and
tested using utterances from the SUSAS database [140]. The
developed features were compared against the MFCC and the
pitch features in three classification tasks:
(1)
 Text-dependent pairwise stress classification:
TEO-FM-Var (70.5%715.77%), TEO-Auto-Env (79.4%74.01%),
TEO-CB-Auto-Env (92.9%73.97%), MFCC (90.9%75.73%),
Pitch (79.9%717.18%).
(2)
 Text-independent pairwise stress classification:
TEO-CB-Auto-Env (89.0%78.39%), MFCC (67.7%78.78%),
Pitch (79.9%717.18%).
(3)
 Text-independent multi-style stress classification:
TEO-CB-Auto-Env (Neutral 70.6%, Angry 65.0%, Loud 51.9%,
Lombard 44.9%), MFCC (Neutral 46.3%, Angry 58.6%, Loud
20.7%, Lombard 35.1%), Pitch (Neutral 52.2%, Angry 44.4%,
Loud 53.3%, Lombard 89.5%).
Based on the extensive experimental evaluations, the authors
concluded that TEO-CB-Auto-Env outperformed the MFCC and the
pitch in stress detection but it completely fails for the composite
task of speech recognition and stress classification.

We also conclude that the choice of proper features for speech
emotion recognition highly depends on the classification task being
considered. In particular, based on the review in this section, we
recommend the use of TEO-based features for detecting stress in
speech. For classifying high-arousal versus low-arousal emotions,
continuous features such as the fundamental frequency and the pitch
should be used. For N-way classification, the spectral features such as
the MFCC are the most promising features for speech representation.
We also believe that combining continuous and spectral features will
provide even a better classification performance for the same task.
Clearly there are some relationships among the feature types described
above. For example, spectral variables relate to voice quality, and the
pitch contours relate to the patterns arising from different tones. But
links are rarely made in the literature.

3.3. Speech processing

The term pre-processing refers to all operations, required to be
performed on the time samples of speech signal before extracting
features. For example, due to recording environment differences,
some sort of energy normalization has to be done to all utterances.
In order to equalize the effect of the propagation of speech through
air, a pre-emphasis radiation filter is used to process speech signal
before extraction of features. The transfer function of the pre-
emphasis filter is usually given by [104]

HðzÞ ¼ 1�0:97z�1: ð2Þ

In order to smooth the extracted contours, overlapped frames are
commonly used. In addition, to reduce ripples in the spectrum of
the speech spectrum, each frame is often multiplied by a Hamming
window before feature extraction [104].

Since the silence intervals carry important information about
the expressed emotion [94], these intervals are usually kept intact
in speech emotion recognition. Note that silent intervals are
frequently omitted from analysis in other spoken language tasks,
such as speaker identification [107].

Having extracted the suitable speech features from the pre-
processed time samples, some post-processing may be necessary
before the feature vectors are used to train or test the classifier. For
example, the extracted features may be of different units and hence
their numerical values have different orders of magnitude. In
addition, some of them may be biased. This can cause some
numerical problems in training some classifiers, e.g. the Gaussian
mixture model (GMM), since the covariance matrix of the training
data may be ill conditioned. Therefore, feature normalization may
be necessary in such cases. The most common method for feature
normalization is through z-score normalization [116,115]:

x̂ ¼
x�m
s

, ð3Þ

wherem is the mean of the feature x ands is the standard deviation.
However, a disadvantage of this method is that all the normalized
features have a unity variance. It is believed that the variances of
features have high information content [90].

It is also common to use dimensionality reduction techniques in
speech emotion recognition applications in order to reduce the
storage and computation requirements of the classifier and to have
an insight about the discriminating features. There are two
approaches for dimensionality reduction: feature selection and
feature extraction (also called feature transform [80]). In feature
selection, the main objective is to find the feature subset that
achieves the best possible classification between classes. The
classification ability of a feature subset is usually characterized
by an easy-to-calculate function, called the feature selection
criterion, such as the cross validation error [10] and the mutual
information between the class label and the feature [137]. On the
other hand, feature extraction techniques aims at finding a suitable
linear or nonlinear mapping from the original feature space to
another space with reduced dimensionality while preserving as
much relevant classification information as possible. The reader
may refer to [58,34] for excellent reviews on dimensionality
reduction techniques.

The principle component analysis (PCA) feature extraction
method has been used extensively in the context of speech emotion
recognition [141,143,130,71]. In [25], it is observed that increasing
the number of principle components improves the classification
performance until a certain order after which the classification
accuracy begins to decrease. This means that employing PCA may
provide an improvement in the classification performance over
using the whole feature set. It is not clear also whether the PCA is
superior to other dimensionality reduction techniques. While the
performance of the PCA was very comparable to the linear
discriminant analysis (LDA) in [143], it is reported in [141,142]
that the PCA is significantly inferior to the LDA and the sequential
floating search (SFS) dimensionality techniques. The obvious
interpretation is that different acoustic features and emotional
databases are used in those studies.

The LDA has also been applied in speech emotion recognition
applications [141,143] though it has the limitation that the reduced
dimensionality must be less than the number of classes [34]. In
[116], the LDA technique is used to compare more than 200 speech
features. According to this study, it is concluded that pitch-related
features yield about 69.81% recognition accuracy versus 36.58%,
provided by energy-related features. This result is opposed to that
established in [101] where it is concluded that the first and third
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quartiles in the energy distribution are important features in the
task of emotion classification. In order to establish a reliable
conclusion about a certain feature as being powerful in
distinguishing different emotional classes, one has to do ranking
over more than one database.

3.4. Combining acoustic features with other information sources

In many situations, nonacoustic emotional cues such as facial
expressions or some specific words are helpful to understand the
desired speaker’s emotion. This fact has motivated some research-
ers to employ other sources of information in conjunction with the
acoustic correlates in order to improve the recognition perfor-
mance. In this section, a detailed overview of some emotion
recognition systems that apply this idea is presented.

3.4.1. Combining acoustic and linguistic information

Linguistic content of the spoken utterance is an important part
of the conveyed emotion [33]. Recently, there has been a focus on
the integration of acoustic and linguistic information [72]. In order
to make use of the linguistic information, it is first necessary to
recognize the word sequence of the spoken utterance. Therefore,
a language model is necessary. Language models describe con-
straints on possible word sequences in a certain language. A
common language model is the N-gram model [144]. This model
assigns high probabilities to typical word sequences and low
probabilities for atypical word sequences [5].

Fig. 2 shows the basic architecture of a speech emotion
recognition that combines the roles of acoustic and linguistic
models in finding the most probable word sequence. The input
word-transcriptions are processed in order to produce the language
model.1 In parallel, the feature extraction module converts speech
signal into a sequence of feature vectors. The extracted feature
vectors together with the pronunciation dictionary and the input
word-transcriptions are then used to train the phoneme acoustic
models. In the recognition phase, both the language model and the
acoustic models obtained in the training phase are used to
recognize the output word sequence according to the following
Bayes rule:

Ŵ ¼ arg max
W

PðWjYÞ ¼ arg max
W

PðWÞPðY jWÞ

PðYÞ
¼ arg max

W
PðWÞPðY jWÞ, ð4Þ

where Y is the set of acoustic feature vectors produced by the
feature extraction module. The prior word probability is
determined directly from the language model. In order to
estimate the conditional probability of the acoustic feature set
given a certain word sequence, a HMM for each phoneme is
constructed and trained based on available speech database. The
required conditional probability is estimated as the likelihood
value produced by a set of phoneme HMMs concatenated in a
sequence according to the word transcription stored in the
dictionary. The Viterbi algorithm [131] is usually used for
searching for the optimum word sequence that produced the
given testing utterances.

In [116], a spotting algorithm that searches for emotional
keywords or phrases in the utterances was employed. A
Bayesian belief network was used to recognize emotions based
on the acoustic features extracted from these keywords. The
emotional speech corpus was collected from the FERMUS III
project [112]. The corpus contained the following emotions:
angry, disgust, fear, joy, neutral, sad, and surprise. The k-means,
1 It is also possible to use a ready-made language model.
the GMM, the multi-layer perceptron (MLP), and the SVM
classifiers were used to classify emotions based on the acoustic
information. The SVM provided the best speaker-independent
classification accuracy (81.29%) and thus selected as the acoustic
classifier to be integrated with the linguistic classifier. The
decisions of the acoustic and linguistic classifiers were fused by
a MLP neural network. In that study, it was shown that the average
recognition accuracy was 74.2% for acoustic features alone, 59.6%
for linguistic information alone, 83.1% for both acoustic and
linguistic using fusion by mean and 92.0% for fusion by MLP
neural network.

An alternative procedure for detecting emotions using lexical
information is found in [69]. In this work, a new information
theoretic measure, named emotional salience, was defined.
Emotional salience measures how much information a word
provides towards a certain emotion. This measure is more or
less related to the mutual information between a particular word
and a certain emotional category [47]. The training data set was
selected 10 times in a random manner from the whole data set for
each gender with the same number of data for each class (200 for
male data and 240 for female). Using acoustic information only, the
classification error ranged from 17.85% to 25.45% for male data and
from 12.04% to 24.25% for female data. The increase in the
classification accuracy due to combining the linguistic
information with the acoustic information was in the range from
7.3% to 11.05% for male data and 4.05% to 9.47% for female data.
3.4.2. Combining acoustic, linguistic, and discourse information

Discourse markers are linguistic expressions that convey expli-
cit information about the structure of the discourse or have a
specific semantic contribution [48,26]. In the context of speech
emotion recognition, discourse information may also refer to the
way a user interacts with the machine [69]. Often, these systems do
not operate in a perfect manner; and hence, it might happen that
the user expresses some emotion such as frustration in response to
them [3]. Therefore, it is believed that there is a strong relation
between the way a user interacts with a system and his/her
expressed emotion [23,35]. Discourse information has been
combined with acoustic correlates in order to improve the
recognition performance of emotion recognition systems [8,3]. In
[69], the following speech-acts are used for labeling the user
response: rejection, repeat, rephrase, ask-start over, and none of
the above. The speech data in this study was obtained from real
users engaged in spoken dialog with a machine agent over the
telephone using a commercially developed call center application.
The main focus of this study was on detecting negative emotions
(anger and frustration) versus nonnegative emotions; e.g. neutral
and happy. As expected, there is a strong correlation between the
speech-act of rejection and the negative emotions. In that work,
acoustic, linguistic and discourse information are combined
together for recognizing emotions. Linear discriminant classifier
(LDC) was used for classification with both linguistic and discourse
information. For acoustic information, both the LDC and the k-NN
classifier were used. The increase in the classification accuracy due
to combining the discourse information with the acoustic
information was in the range from 1.4% to 6.75% for male data
and 0.75% to 3.96% for female data.

The above information sources can be combined by a variety of
ways. The most straightforward way is to combine all measure-
ments output by these sources into one long feature vector [3].
However, as mentioned earlier, having features vectors with high
dimensionality is not desirable. Another method is to implement
three classifiers, one for each information source, and combine
their output decisions using any decision fusion method such as
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Fig. 2. The architecture of a speech emotion recognition engine combining acoustic and linguistic information.
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bagging [16]. In [69], the final decision is based on the average of
the likelihood values of all individual classifiers.
3.4.3. Combining acoustic and video information

Human facial expressions can be used in detecting emotions.
There have been many studies on recognizing emotions based only
on video recordings of the facial expressions. [36,97]. According to
an experimental study based on human subjective evaluation, De
Silva et al. [118] concluded that some emotions are more easily
recognized using audio information than using video information
and vice versa. Based on this observation, they proposed combining
the performances of the audio-based and the video-based systems
using any aggregation scheme. In fact, not much research work is
done in this area. In this survey, a brief overview of only two studies
is given.

The first one is provided in [24]. Regarding speech signal, pitch-
and energy-related features such as the minimum and maximum
values were first extracted from all the utterances. To analyze the
video signal, the Fourier transform of the optical flow vectors for
the eye region and the mouth region was computed. This method
has shown to be useful in analyzing video sequences [97,77]. The
coefficients of the Fourier transform were then used as features for
an HMM emotion recognizer. Synchronization was made between
the audio and the video signals and all features were pooled in one
long vector. The classification scheme was tested using the
emotional video corpus developed by De Silva et al. [119]. The
corpus contained six emotions: anger, happiness, sadness, surprise,
dislike, and fear. The overall decision was made using a rule-based
classification approach. Unfortunately, no classification accuracy
was reported in this study.

In the other study [45], there were two classifiers: one for
the video part and the other for the audio part. The emotional
database was locally recorded and contained the basic six
archetypal emotions. Features were extracted from the video
data using multi-resolution analysis based on the discrete
wavelet transform. The dimensionality of the obtained wavelet
coefficients vectors was reduced using a combination of the PCA
and LDA techniques. In the training phase, a codebook was
constructed based on the feature vectors for each emotion. In
the testing phase, the extracted features were compared to the
reference vectors in each codebook and a membership value was
returned. The same was repeated for the audio data. The two
obtained membership values for each emotion were combined
using the maximum rule. The fusion algorithm was applied to
a locally recorded database which contained the following
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emotions: happiness, sadness, anger, surprise, fear, and dislike.
Speaker-dependent classification was mainly considered in this
study. When only acoustic features were used, the recognition
accuracies ranged from 57% to 93.3% for male speakers and 68% to
93.3% for female speakers. The facial emotion recognition rates
ranged from 65% to 89.4% for male subjects and from 60% to 88.8%
for female subjects when the PCA method was used for feature
extraction. When the LDA method was used for feature extraction,
the accuracies ranged from 70% to 90% for male subjects and from
64.4% to 95% for female subjects. When both acoustic and facial
information sources were combined, the recognition accuracies
were 98.3% for female speakers and 95% for male speakers.

Finally, it should be mentioned that though the combination of
audio and video information seems to be powerful in detecting
emotions, the application of such a scheme may not be feasible.
Video data may not be available for some applications such as
automated dialog systems.
4. Classification schemes

A speech emotion recognition system consists of two stages: (1) a
front-end processing unit that extracts the appropriate features from
the available (speech) data, and (2) a classifier that decides the
underlying emotion of the speech utterance. In fact, most current
research in speech emotion recognition has focused on this step since it
represents the interface between the problem domain and the
classification techniques. On the other hand, traditional classifiers
have been used in almost all proposed speech emotion recognition
systems.

Various types of classifiers have been used for the task of speech
emotion recognition HMM, GMM, SVM, artificial neural networks
(ANN), k-NN and many others. In fact, there has been no agreement on
which classifier is the most suitable for emotion classification. It seems
also that each classifier has its own advantages and limitations. In order
to combine the merits of several classifiers, aggregating a group of
classifiers has also been recently employed [113,84]. Based on several
studies [94,21,72,97,115,43,138,129], we can conclude that HMM is the
most used classifier in emotion classification probably because it is
widely used in almost all speech applications. The objective of this
section is to give an overview of various classifiers used in speech
emotion recognition and to discuss the limitation of each one of them.
The focus will be on statistical classifiers because they are the most
widely used in the context of speech emotion recognition. The
classifiers are mentioned according to their relevance in the
literature of speech emotion recognition. Multiple classifier systems
are also discussed in this section.

In the statistical approach to pattern recognition, each class is
modelled by a probability distribution based on the available
training data. Statistical classifiers have been used in many speech
recognition applications. While HMM is the most widely used
classifier in the task of automatic speech recognition (ASR), GMM is
considered the state-of-the-art classifier for speaker identification
and verification [106].

HMM and GMM generally have many interesting properties
such as the ease of implementation and their solid mathematical
basis. However, compared to simple parametric classifiers such as
LDC and quadratic discriminant analysis (QDC), they have some
minor drawbacks compared such as the need of a proper initializa-
tion for the model parameters before training and the long training
time often associated with them [10].

4.1. Hidden Markov model

The HMM classifier has been extensively used in speech
applications such as isolated word recognition and speech
segmentation because it is physically related to the production
mechanism of speech signal [102]. The HMM is a doubly stochastic
process which consists of a first-order Markov chain whose states
are hidden from the observer. Associated with each state is a
random process which generates the observation sequence. Thus,
the hidden states of the model capture the temporal structure of
the data. Mathematically, for modeling a sequence of observable
data vectors, x1, . . . ,xT , by an HMM, we assume the existence of a
hidden Markov chain responsible for generating this observable
data sequence. Let K be the number of states, pi, i¼1,y,K be the
initial state probabilities for the hidden Markov chain, and aij,
i¼1,y,K, j¼1,y,K be the transition probability from state i to state
j. Usually, the HMM parameters are estimated based on the ML
principle. Assuming the true state sequence is s1, . . . ,sT , the
likelihood of the observable data is given by

pðx1,s1 . . . ,xT ,sT Þ ¼ ps1
bs1
ðx1Þas1 ,s2

bs2
ðx2Þ . . . asT�1 ,sT

bsT
ðxT Þ

¼ ps1
bs1
ðx1Þ

YT

t ¼ 2

ast�1 ,st bst ðxtÞ, ð5Þ

where

biðxtÞ � Pðxjst ¼ iÞ

is the observation density of the ith state. This density can be either
discrete for discrete HMM or a mixture of Gaussian densities for
continuous HMM. Since the true state sequence is not typically
known, we have to sum over all possible state sequences to find the
likelihood of a given data sequence, i.e.

pðx1, . . . ,xT Þ ¼
X

s1 ,...,sT

ps1
bs1
ðx1Þ

YT

t ¼ 2

ast�1 ,st bst ðxtÞ

 !
: ð6Þ

Fortunately, very efficient algorithms have been proposed for the
calculation of the likelihood function in a time of order OðKTÞ such
as the forward recursion and the backward recursion algorithms
(for details about these algorithms, the reader is referred to
[102,39]). In the training phase, the HMM parameters are
determined as those maximizing the likelihood of (6). This is
commonly achieved using the expectation maximization (EM)
algorithm [32].

There are many design issues regarding the structure and the
training of the HMM classifier. The topology of the HMM may be a
left-to-right topology [115] as in most speech recognition
applications or a fully connected topology [94]. The assumption
of left-to-right topology explicitly models advance in time.
However, this assumption may not be valid in the case of speech
emotion recognition since, in this case, the HMM states correspond
to emotional cues such as pauses. For example, if the pause is
associated with the emotion of sadness, there is no definite time
instant of this state; the pause may occur at the beginning, the
middle, or at the end of the utterance. Thus, any state should be
reachable from any other state and a fully connected HMM may be
more suitable. Another distinction between ASR and emotion
recognition is that the HMM states in the former are aligned
with a small number of acoustic features which correspond to small
speech units such as phonemes or syllables. On the other hand,
prosodic acoustic features associated with emotions only make
sense with larger time units spanning at least a word [12]. Other
design issues of the HMM classifier include determining the
optimal number of states, the type of the observations (discrete
versus continuous) and the optimal number of observation
symbols (also called codebook size [102]) in case of using
discrete HMM or the optimum number of Gaussian components
in case of using continuous HMM.

Generally, HMM provides classification accuracies for speech
emotion recognition tasks that are comparable to other
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well-known classifiers. In [94], an HMM-based system for the
classification of the six archetypal emotions was proposed. The
LFPC, MFCC, and LPCC were used as a representation of speech
signal. A four-state fully connected HMM was built for each
emotion and for each speaker. The HMMs were discrete and a
codebook of size 64 was constructed for the data of each speaker.
Two speech databases were developed by the authors to train and
test the HMM classifier: Burmese and Mandarin. Four hundred and
thirty-two out of 720 utterances were used for training while the
other for testing. The best average rates were 78.5% and 75.5% for
the Burmese and Mandarin databases, respectively, while the
human classification accuracy was 65.8%. That is, their proposed
speech emotion recognition system performed better than human
for those particular databases. However, this result cannot be
generalized unless a more comprehensive study involving more
than database is performed.

HMMs are used in many other studies such as [68,73]. In the former
study, the recognition accuracy was 70.1% for 4-class style classification
of utterances from the text-independent SUSAS database. In [73], two
systems were proposed: the first was an ordinary system in which each
emotion was modelled by a continuous HMM system with 12 Gaussian
mixtures for each state. In the second system, a three-state continuous
HMM was built for each phoneme class. There were 46 phonemes,
which were grouped into five classes: vowel, glide, nasal, stop, and
fricative sound. Each state was modeled by 16 Gaussian components.
The TIMIT speech database was used to train the HMM for each
phoneme-class. The evaluation was performed using utterances of
another locally recorded emotional speech database which contained
the emotions of anger, happiness, neutral, and sadness. Each utterance
was segmented to the phoneme level and the phoneme sequence was
reported. For each testing utterance, a global HMM was built for this
utterance, which was composed of phoneme-class HMMs
concatenated in the same order as the corresponding phoneme
sequence. The start and end frame numbers of each segment were
determined using the Viterbi algorithm. This procedure was repeated
for each emotion and the ML criterion was used to determine the
expressed emotion. Applying this scheme on a locally recorded speech
database containing 704 training utterances and 176 testing
utterances, the obtained overall accuracy using the phoneme-class
dependent HMM was 76.12% versus 55.68% for SVM using the prosodic
features and 64.77% for generic emotional HMM. Based on the obtained
results, the authors claimed that phoneme-based modeling provided
better discrimination between emotions. This may be true since there
are variations across emotional states in the spectral features at the
phoneme level, especially vowel sounds [75].
4.2. Gaussian mixture models

Gaussian mixture model is a probabilistic model for density
estimation using a convex combination of multi-variate normal
densities [133]. It can be considered as a special continuous HMM
which contains only one state [107]. GMMs are very efficient in
modeling multi-modal distributions [10] and their training and testing
requirements are much less than the requirements of a general
continuous HMM. Therefore, GMMs are more appropriate for speech
emotion recognition when only global features are to be extracted from
the training utterances. However, GMMs cannot model temporal
structure of the training data since all the training and testing
equations are based on the assumption that all vectors are
independent. Similar to many other classifiers, determining the
optimum number of Gaussian components is an important but
difficult problem [107]. The most common way to determine the
optimal number of Gaussian components is through model order
section criteria such as classification error with respect to a cross
validation set, minimum description length (MDL) [108], Akaike
information criterion (AIC) [1], and kurtosis-based goodness-of-fit
(GOF) measures [37,132]. Recently, a greedy version of the EM
algorithm has been developed such that both the model parameters
and the model order are estimated simultaneously [133].

In [15], a GMM classifier was used with the KISMET infant-
directed speech database, which contains 726 utterances. The
emotions encountered were approval, attention, prohibition,
soothing, and neutral. A kurtosis-based model selection criterion
was used to determine the optimum number of Gaussian
components for each model [132]. Due to the limited number of
available utterances, a 100-fold cross validation was used to assess
the classification performance. The SFS feature selection technique
was used to select the best features from a set containing pitch-
related and energy-related features. A maximum accuracy of
78.77% accuracy was achieved when the best five features are
used. Using a hierarchical sequential classification scheme, the
classification accuracy was increased to 81.94%.

The GMM is also used with some other databases such as the
BabyEars emotional speech database [120]. This database contains 509
utterances: 212 utterances for the approval emotion, 149 for the
attention emotion, and 148 for the prohibition emotion. The cross
validation error was measured for a wide range of GMM orders (from
1 to 100). The best average performance obtained was about 75%
(speaker-independent classification), which corresponded to a model
order of 10. A similar result was obtained with the FERMUS III database
[112], which contained a total of 5250 samples for the basic archetypal
emotions plus the neutral emotion. Sixteen-component GMMs were
used to model each emotion. The average classification accuracy was
74.83% for speaker-independent recognition and 89.12% for speaker-
dependent recognition. These results were based on threefold cross
validation.

In order to model the temporal structure of the data, the GMM was
integrated with the vector autoregressive (VAR) process resulting in
what is called Gaussian mixture vector autoregressive model (GMVAR)
[6]. The GMVAR model was applied to the Berlin emotional speech
database [18] which contained the anger, fear, happiness, boredom,
sadness, disgust, and neutral emotions. The disgust emotion was
discarded because of the small number of utterances. The GMVAR
provided a classification accuracy of 76% versus 71% for the hidden
Markov model, 67% for the k-nearest neighbors, and 55% for feed-
forward neural networks. All the classification accuracies were based
on fivefold cross validation where speaker information were not
considered in the split of data into training and testing sets; i.e. the
classification was speaker dependent. In addition, the GMVAR model
provided a 90% accuracy of classification between high-arousal
emotions, low-arousal emotions, and the neutral emotion versus
86.00% for the HMM technique.
4.3. Neural networks

Another common classifier, used for many pattern recognition
applications is the artificial neural network (ANN). ANNs have
some advantages over GMM and HMM. They are known to be more
effective in modeling nonlinear mappings. Also, their classification
performance is usually better than HMM and GMM when the
number of training examples is relatively low. Almost all ANNs can
be categorized into three main basic types: MLP, recurrent neural
networks (RNN), and radial basis functions (RBF) networks [10].
The latter is rarely used in speech emotion recognition.

MLP neural networks are relatively common in speech emotion
recognition. The reason for that may be the ease of implementation
and the well-defined training algorithm once the structure of ANN
is completely specified. However, ANN classifiers in general have
many design parameters, e.g. the form of the neuron activation
function, the number of the hidden layers and the number of
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neuron in each layer, which are usually set in an ad hoc manner. In
fact, the performance of ANN heavily depends on these parameters.
Therefore, in some speech emotion recognition systems, more than
one ANN is used [93]. An appropriate aggregation scheme is used to
combine the outputs of the individuals ANN classifiers.

The classification accuracy of ANN is fairly low compared to
other classifiers. In [93], the main objective was to classify the
following eight emotions: joy, teasing, fear, sadness, disgust, anger,
surprise, and neutral from a locally recorded emotional speech
database. The basic classifier was a One-Class-in-One Neural
Network (OCON) [87], which consists of eight MLP sub-neural
networks and a decision logic control. Each sub-neural network
contained two hidden layers in addition to the input and the output
layers. The output layer contained only one neuron whose output
was an analog value from 0 to 1. Each sub-neural network was
trained to recognize one of the eight emotions. In the testing phase,
the output of each ANN specified how likely the input speech
vectors were produced by a certain emotion. The decision logic
control generated a single hypothesis based on the outputs of the
eight sub-neural networks. This scheme was applied to a locally
recorded speech database, which contained the recordings of
100 speakers. Each speaker uttered 100 words eight times,
one for each of the above mentioned emotions. The best
classification accuracy was only 52.87%, obtained by training on
the utterances of 30 speakers and testing on the remaining
utterances; i.e. the classification task was speaker independent.
Similar classification accuracies were obtained in [53] with All-
Class-in-One neural network architecture. Four topologies were
tried in that work. In all of them, the neural network had only one
hidden layer which contained 26 neurons. The input layer had either
7 or 8 neurons and the output layer had either 14 or 26 neurons. The
best achieved classification accuracy in this work was 51.19%.
However, the classification models were speaker dependent.

A better result is found in [99]. In this study, three ANN
configurations were applied. The first one was an ordinary two-
layer MLP classifier. The speech database was also locally recorded
and contained 700 utterances for the following emotions:
happiness, anger, sadness, fear, and normal. A subset of the data
containing 369 utterances is selected based on subjects’ decisions
and is randomly split into training (70% of the utterances) and
testing (30%) subsets. The average classification accuracy was
about 65%. The average classification accuracy was 70% for the
second configuration in which the bootstrap aggregation (bagging)
scheme was employed. Bagging scheme is a method for generating
multiple versions of the classifier and using them to get an
aggregated classifier with higher classification accuracy [16].
Finally, an average classification accuracy of 63% was achieved in
the third configuration which is very similar to that described in the
previous system. The superiority in performance of this study to the
other two studies discussed is attributed to the use of different
emotional corpus in each study.
4.4. Support vector machine

An important example of the general discriminant classifiers is
the support vector machine [34]. SVM classifiers are mainly based
Table 2
Classification performance of popular classifiers, employed for the task of speech emot

Classifier HMM GMM

Average classification accuracy 75.5–78.5% [94,115] 74.83–81

Average training time Small Smallest

Sensitivity to model initialization Sensitive Sensitive
on the use of kernel functions to nonlinearly map the original
features to a high-dimensional space where data can be well
classified using a linear classifier. SVM classifiers are widely used in
many pattern recognition applications and shown to outperform
other well-known classifiers [70]. They have some advantages over
GMM and HMM including the global optimality of the training
algorithm [17], and the existence of excellent data-dependent
generalization bounds [30]. However, their treatment of
nonseparable cases is somewhat heuristic. In fact, there is no
systematic way to choose the kernel functions, and hence,
separability of the transformed features is not guaranteed. In
fact, in many pattern recognition applications including speech
emotion recognition, it is not advised to have a perfect separation of
the training data so as to avoid over-fitting.

SVM classifiers are also used extensively for the problem of
speech emotion recognition in many studies [116,73,68,101]. The
performances of almost all of them are similar, and hence, only the
first one will be briefly described. In this study, three approaches are
investigated in order to extend the basic SVM binary classification to
the multi-class case. In the first two approaches, an SVM classifier is
used to model each emotion and is trained against all other
emotions. In the first approach, the decision is made for the class
with highest distance to other classes. In the second approach, the
SVM output distances are fed to a 3-layer MLP classifier that
produces the final output decision. The third approach followed a
hierarchical classification scheme which is described in Section 4.5.
The three systems were tested using utterances from the FERMUS III
corpus [112]. For speaker-independent classification, the classi-
fication accuracies are 76.12%, 75.45%, and 81.29% for the first,
the second, and the third approaches, respectively. For speaker-
dependent classification, the classification accuracies are 92.95%,
88.7%, and 90.95% for the first, the second, and the third approaches,
respectively.

There are many other classifiers that have been applied in many
other studies to the problem of speech emotion recognition such as
k-NN classifiers [116], fuzzy classifiers [105], and decision trees
[101]. However, the above-mentioned classifiers, especially the
GMM and the HMM, are the most used ones on this task. Moreover,
the performance of many of them is not significantly different from
the above mentioned classification techniques. Table 2 compares
the performance of popular classifiers, employed for the task of
speech emotion recognition. One might conclude that the GMM
achieves the best compromise between the classification
performance and the computational requirements required for
training and testing. However, we should be cautious that different
emotional corpora with different emotion inventories were used in
those individual studies. Moreover, some of those corpora are
locally recorded and inaccessible to other researchers. Therefore,
such a conclusion cannot be established without performing more
comprehensive experiments that employ many accessible corpora
for comparing the performance of different classifiers.
4.5. Multiple classifier systems

As an alternative to highly complex classifiers that may require
large computational requirement for training, multiple classifier
ion recognition.

ANN SVM

.94% [15,120] 51.19–52.82% [93,53] 75.45–81.29% [116]

63–70% [99]

Back-propagation: large Large

Sensitive Insensitive
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systems (MCS) have been proposed recently for the task of speech
emotion recognition [113,84]. There are three approaches for
combining classifiers [67,84]: hierarchical, serial, and parallel. In
the hierarchical approach, classifiers are arranged in a tree
structure where the set of candidate classes becomes smaller as
we go in depth in the tree. At the leave-node classifiers, only one
class remains after decision. In the serial approach, classifiers are
placed in a queue where each classifier reduces the number of
candidate classes for the next classifier [88,139]. In the parallel
approach, all classifiers work independently and a decision fusion
algorithm is applied to their outputs [66].

The hierarchical approach was applied in [83] for classifying
utterances from the Berlin emotional database [18] where the main
goal was to improve speaker-independent emotion classification. The
following emotions are selected for classification: anger, happiness,
sadness, boredom, anxiety, and neutral. The hierarchical classification
system was motivated by the psychological study of emotions in [110]
in which emotions are represented in three dimensions: activation
(arousal), potency (power), and evaluation (pleasure). Therefore,
2-stage and 3-stage hierarchical classification systems were
proposed in [83]. The naive Bayesian classifier [34] was used for all
classifications. Both systems are shown in Fig. 3. Prosody features
included statistics of pitch, energy, duration, articulation, and zero-
crossing rate. Voice quality features were calculated as parameters of
the excitation spectrum, called spectral gradients [121]. The 2-stage
system provided a classification accuracy of 83.5% which is about 9%
more than that obtained by the same authors in a previous study using
the same voice quality features [82]. For 3-stage classification, the
classification accuracy is further increased to 88.8%. In the two studies,
classification accuracies are based on 10-fold cross validation but the
validation data vectors were used for both feature selection (they used
Sequential Floating Forward Search (SFFS) algorithm) and testing.

All the three approaches for combining classifiers were applied
to speech emotion recognition in [84]. The authors applied the
same experimental setup as in the previous study. When the
validation vectors were used for both feature selection and testing,
the classification accuracies for the hierarchical, the serial, and the
parallel approaches for classifier combination were 88.6%, 96.5%,
and 92.6%, respectively, versus 74.6%. When the validation and test
data sets are different, the classification accuracies reduce
considerably to 58.6%, 59.7%, 61.8%, and 70.1% for single
classifier, the hierarchical approach, the serial approach, and the
parallel approach for combining classifiers, respectively.
5. Conclusions

In this paper, a survey of current research work in speech
emotion recognition system has been given. Three important issues
have been studied: the features used to characterize different
emotions, the classification techniques used in previous research,
Fig. 3. 2-stage and 3-stage hierarchical classific
and the important design criteria of emotional speech databases.
There are several conclusions that can be drawn from this study.

The first one is that while high classification accuracies have
been obtained for classification between high-arousal and low-
arousal emotions, N-way classification is still challenging. More-
over, the performance of current stress detectors still needs
significant improvement. The average classification accuracy of
speaker-independent speech emotion recognition systems is less
than 80% in most of the proposed techniques. In some cases, such as
[93], it is as low as 50%. For speaker-dependent classification, the
recognition accuracy exceeded 90% only in few studies
[116,101,98]. Many classifiers have been tried for speech
emotion recognition such as the HMM, the GMM, the ANN, and
the SVM. However, it is hard to decide which classifier performs
best for this task because different emotional corpora with different
experimental setups were applied.

Most of the current body of research focuses on studying many
speech features and their relations to the emotional content of the
speech utterance. New features have also been developed such as
the TEO-based features. There are also attempts to employ different
feature selection techniques in order to find the best features for
this task. However, the conclusions obtained from different studies
are not consistent. The main reason may be attributed to the fact
that only one emotional speech database is investigated in
each study.

Most of the existing databases are not perfect for evaluating the
performance of a speech emotion recognizer. In many databases, it
is difficult even for human subjects to determine the emotion of
some recorded utterances; e.g. the human recognition accuracy
was 67% for DED [38], 80% for Berlin [18], and 65% in [94]. There are
some other problems for some databases such as the low quality of
the recorded utterances, the small number of available utterances,
and the unavailability of phonetic transcriptions. Therefore, it is
likely that some of the conclusions established in some studies
cannot be generalized to other databases. To address this problem,
more cooperation across research institutes in developing bench-
mark emotional speech databases is necessary.

In order to improve the performance of current speech emotion
recognition systems, the following possible extensions are pro-
posed. The first extension relies on the fact that speaker-dependent
classification is generally easier than speaker-independent classi-
fication. At the same time, there exist speaker identification
techniques with high recognition performance such as the
GMM-based text-independent speaker identification system pro-
posed by Reynolds [107]. Thus, a speaker-independent emotion
recognition system may be implemented as a combination of a
speaker identification system followed by a speaker-dependent
emotion recognition system.

It is also noted that the majority of the existing classification
techniques do not model the temporal structure of the training
data. The only exception may be the HMM in which time
ation of emotions by Lugger and Yang [83].
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dependency may be modelled using its states. However, all the
Baum–Welch re-estimation formulae are based on the assumption
that all the feature vectors are statistically independent [102]. This
assumption is invalid in practice. It is sought that direct modeling of
the dependency between feature vectors, e.g. through the use of
autoregressive models, may provide an improvement in the
classification performance. Potential discriminative sequential
classifiers that do not assume statistical independence between
feature vectors include conditional random fields (CRF) [134] and
switching linear dynamic system (SLDS) [89].

Finally, there are only few studies that considered applying
multiple classifier systems (MCS) to speech emotion recognition
[84,113]. We believe that this research direction has to be further
explored. In fact, MCS is now a well-established area in pattern
recognition [66,67,127,126] and there are many aggregation
techniques that have not been applied to speech emotion
recognition such as Adaboost.M1 [42] and dynamic classifier
selection (DCS) [52].
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