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ABSTRACT 
In face-to-face conversations, speakers are continuously 
checking whether the listener is engaged in the conversation 
and change the conversational strategy if the listener is not 
fully engaged in the conversation. With the goal of building 
a conversational agent that can adaptively control 
conversations with the user, this study analyzes the user’s 
gaze behaviors and proposes a method for estimating 
whether the user is engaged in the conversation based on 
gaze transition 3-gram patterns. First, we conduct a Wizard-
of-Oz experiment to collect the user’s gaze behaviors. 
Based on the analysis of the gaze data, we propose an 
engagement estimation method that detects the user’s 
disengagement gaze patterns. The algorithm is implemented 
as a real-time engagement-judgment mechanism and is 
incorporated into a multimodal dialogue manager in a 
conversational agent. The agent estimates the user’s 
conversational engagement and generates probing questions 
when the user is distracted from the conversation. Finally, 
we conduct an evaluation experiment using the proposed 
engagement-sensitive agent and demonstrate that the 
engagement estimation function improves the user’s 
impression of the agent and the interaction with the agent. 
In addition, probing performed with proper timing was also 
found to have a positive effect on user’s verbal/nonverbal 
behaviors in communication with the conversational agent. 
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INTRODUCTION 
Recent studies on virtual agents and communication robots 
have revealed that conversational engagement is fundamental 
and indispensable in communication between human users 
and humanoid interfaces [1, 2]. By engagement, we refer to 
“the process by which two (or more) participants establish, 
maintain and end their perceived connection”, as defined in 
[3]. If the user is not fully engaged in the conversation, 
information presented by the system (agent) will not be 
properly conveyed to the user. Thus, in order to establish 
natural interactions between users and agents, displaying 
bodily expressions, such as facial expressions and gestures, 
to signal that the agent is listening to the user and perceiving 
nonverbal engagement signals, such as eye gaze and head 
nods, from the user as a listener are indispensable. If the 
system can monitor the user’s attitude toward the 
conversation and detect whether the user is engaged in the 
conversation, then the system can adapt its behavior and 
communication strategy according to the user’s attitude. This 
is critical in information providing systems, such as 
explanatory agents, kiosk agents, and instructor agents. If the 
user does not listen to the agent, the system cannot construct 
a reliable user model. While tailoring explanations based on 
the user’s understanding is one of the main goals of 
information providing systems, few studies have considered 
user engagement as a basis for modeling communication 
with the user. 

To build conversational agents that are sensitive to user 
engagement, there are two primary aspects to be considered. 
First, the system must perceive the user’s nonverbal 
behaviors and estimate user engagement based on the sensed 
information. Thanks to progress in computer vision and 
human sensing technologies, accurate measurement of 
human behavior is possible in real time. For example, in an 
ideal circumstance, eye trackers can recognize the user’s 
gaze points to an accuracy of 0.5 degrees at more than 100 
Hz. However, few studies have investigated the interpretation 
of communication signals or the extraction of communication 
signals from an enormous number of data.  

The second aspect is that the system should exploit the 
recognized communicative signals in dialogue management 
and determine the agent’s behaviors properly according to 
the user’s engagement status. For instance, if the user is not 
engaged in the conversation, the system needs to attract the 
user’s attention by changing the topic of conversation. For 
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this purpose, we propose a dialogue management mechanism 
that works with an eye-tracking system and presents a 
prototype system of an automatic conversational agent that 
can estimate user engagement and determine the agent’s 
response according to the results of the estimation.  

In summary, with the goal of improving naturalness in 
human-agent communications, this paper proposes a method 
of estimating the degree of engagement by measuring the 
user’s attentional behavior in real time and implementing a 
conversational agent that decides the agent’s response 
according to the user’s level of engagement. Related research 
is reviewed in the following section. Then, a Wizard-of-Oz 
experiment on data collection using an eye-tracker is 
described. After describing the empirical results of analyzing 
the gaze data, an engagement estimation method is proposed. 
The second half of this paper describes the implementation of 
a multimodal dialogue model, as well as a multimodal 
dialogue manager that can work with an eye-tracking system. 
The results of evaluating the prototype system are also 
reported. Finally, we discuss future research. 

RELATED WORK 

Eye gaze as a communicative signal in face-to-face 
conversation 
During dialogues, two participants repeatedly alternate roles 
between speaker and listener. Psychological studies reported 
that eye gazing, specifically accompanied by head nods, 
serves as positive feedback to the speaker [4] and 
demonstrates that the listener is paying attention to the 
conversation. Eye gazing also contributes to smooth turn-
taking [5]. Furthermore, Novick, et al. [6] reported that 
during conversational difficulties, mutual gaze was held 
longer at turn boundaries. In studies of face-to-face 
communication, Kendon [7] described various eye gaze 
functions from an ethnomethodological point of view. These 
results suggest that speakers distinguish different types of 
listener’s gaze. In fact, Argyle, et al. [8] claimed that gaze is 
used to send positive feedback accompanied by nods, smiles, 
and other facial expressions, as well as to collect information 
from the partner.  

Looking at the partner is not the only signal of engagement. 
When conversational participants share the same physical 
environment and their task requires complex reference to, 
and joint manipulation of physical objects, participants do not 
frequently pay attention to the partner, but rather look at the 
shared object most of the time [9, 10]. In such situations, 
paying attention to the shared object signals the listener’s 
engagement in the conversation.  

These findings in psychology and communication science 
provide the basis of the present study. However, to build 
conversational humanoids, it is also necessary to establish 
computational models and methods to implement a 
mechanism that can automatically interpret the user’s 
nonverbal signals from the enormous amount of data 
obtained by sensing devices.  

Sensing user behaviors in conversational systems 
The use of head/eye trackers as a component of multimodal 
conversational interfaces has been successfully demonstrated 
in previous studies of conversational systems. Prasov and 
Chai [11] proposed a probabilistic model for reference 
resolution by combining speech and eye-gaze information. In 
some studies, eye-gaze information was used to estimate user 
interest. In Qvarfordt and Zhai [12], maps and pictures are 
shown on the user’s desktop computer display, and based on 
eye-tracking data, the system estimates the focus of the user’s 
interest and provides information about that place. Eichner, et 
al. [13] incorporated this user interest estimation mechanism 
into a presentation system with virtual agents. This system 
changes the conversational content presented by a pair of 
virtual agents according to the object of interest. As a 
conversational agent that communicates directly with a user, 
Nakano and Nishida [14] used a head-tracker to estimate user 
interest on a 70-inch big screen, and a tour guide 
conversational agent changed the topic according to the 
user’s interest. In these systems, using the eye gaze, the user 
can specify interesting objects even if the name of the object 
is unknown.  

These studies suggest that off-the-shelf head/eye tracking 
systems are sufficiently accurate and sufficiently stable to use 
as a component in complex agent systems. Thus, we believe 
that by combining these sensing technologies with a dialogue 
management mechanism, conversational agents can become 
sensitive to the user’s level of engagement.  

Interpreting nonverbal communicative signals in 
conversational agents 
In previous studies on conversational agents, determining and 
generating proper communicative signals by the agents has 
been one of the main issues, and having the agents display 
nonverbal communicative signals as a listener was 
demonstrated to be effective in human-agent 
communications. Pelachaud and Bilivi [15] proposed a gaze 
model for generating appropriate agent gaze behaviors. 
Gratch, et al. [16] reported that backchannel feedback from a 
listener agent is effective in establishing a sense of rapport 
between a user and a virtual character. 

However, in order to determine appropriate nonverbal signals, 
agents need to be able to sense and interpret signals from the 
user, because communication is a bilateral process between 
two parties. As a study focusing on the sensing aspect, 
Nakano, et al. [17] proposed a gaze model for nonverbal 
grounding in conversational agents, and, using a head tracker, 
implemented an agent that can judge whether the information 
provided from the agent is grounded. The agent also selects a 
direction giving strategy according to the results of 
grounding judgment. Morency, et al. [18] used a head tracker 
to recognize a user’s head-nodding behavior. They reported 
that by combining linguistic contextual information with the 
results of computer vision processing, the performance of 
head nod detection was improved. They also applied this 
technology to a communication robot [19]. More recently, 
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Bohus and Horvitz [20] proposed a method of predicting the 
user’s engagement intention in multiparty situations using a 
head tracker. Their system predicts that the user(s) will be 
engaged in the conversation with a reception agent if the user 
approaches the system from an F-formation position [21].  

In these studies, the user’s gaze direction was roughly 
estimated from the head direction measured by a head tracker. 
This study attempts to build an information-providing agent 
that demonstrates and explains products on a display as a 
virtual salesperson, which must accurately sense the user’s 
attentional behavior. Thus, we use an eye (pupil) tracker to 
measure gaze information more accurately and estimate the 
user’s level of engagement during the conversation with the 
agent.  

WIZARD-OF-OZ EXPERIMENT TO COLLECT VERBAL 
AND NONVERBAL DATA 
As the first step towards engagement estimation in human-
agent communication, it is necessary to collect eye-gaze data 
and investigate whether eye-gaze behaviors would be useful 
in estimating user engagement. For this purpose, we use a 
Wizard-of-Oz experiment. In a Wizard-of-Oz experiment, 
the agent’s actions are limited to the actions that the 
autonomous agent (to be implemented) can perform, and 
most of the subjects believe that they are interacting with a 
real autonomous agent. Therefore, the collected corpus can 
be used as a basis for designing human-agent interactions. 

Since we are interested in information providing systems, the 
Wizard-of-Oz agent was designed as a salesperson in a 
mobile phone store in which new models are displayed and 
the users (subjects) want to collect useful information from 
the virtual sales agent.  

Experiment 
Experimental set-up: The experimental set-up is shown in 
Figure 1. Two people participated in the experiment. One of 
the subjects was standing in front of a sales agent displayed 
on a 120-inch screen and communicated with the sales agent. 
This subject is referred to as the “user”. The distance between 
the sales agent and the user was 1.5 m. The other subject 
observed the interaction between the user and the agent 
through a one-way mirror. This subject is referred to as the 
“observer”. The observer was standing 1.5 m from the user. 
The total number of subjects was 10, and seven of the 
subjects participated in the next session as an observer after 
being a user.  

User task: Users were instructed to guess the most popular 
design for specific users (e.g., high school girls, 
businessmen). The users were promised 1,000 yen for each 
correct guess. Therefore, users were motivated to carefully 
listen to the agent’s descriptions of all of the cell phones.  

Experimental materials: The agent’s behaviors shown on the 
screen were very monotonic. The agent described each of the 
cell phones while looking at and pointing to the cell phone 

being described. The agent faced the user for 3 seconds after 
every 10 utterances. 

Verbal/nonverbal data 
We collected 10 conversations, the average length of which 
was 16 minutes. The number of utterances by the agent was 
951, and the number of utterances by the user was 61. The 
user’s speech was recorded using a pin microphone. We 
videotaped the user’s upper body and the video of the agent’s 
displayed on the screen. The user’s gaze data was collected 
using a Tobii-X50 eye tracker. The frame rate was 50 fps, 
and the freedom of head movement was 30 x 15 x 20 cm. 
The eye tracker has an accuracy of 0.5 degrees.  

In addition, a push-button device was given to both the user 
and the observer. The user was instructed to press the button 
when the agent’s explanation was boring and the user would 
like to change the topic. On the other hand, the observer was 
instructed to press the button when the user looked bored and 
distracted from the conversation. Since the button was small 
and completely hidden in the user’s hand, the observer was 
not able to see whether the user was pressing the button. 
When these buttons were pressed, lights went on in another 
room, and these lights were recorded as video data1. 

ANALYSIS 

Construction of gaze 3-grams: 
We defined four labels to categorize the user gaze direction: 

T: looking at the object that the agent is explaining. This 
object is referred to as the target object. Since the agent 
is looking at the current target object most of the time, it 
is presumed that joint attention is established between 
the user and the agent when the user’s gaze label is T. 

AH: looking at the agent’s head 
AB: looking at the agent’s body 
F: looking at non-target objects, such as other cell phones or 

advertisement posters (F1≠F2≠F3). 

                                                           
1 We recorded the engagement judgments by video, which 
is the simplest method, although other methods are possible.  
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Figure 1. Experimental set-up for data collection 
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During blinking or completely looking down, the eye-tracker 
cannot measure the pupils’ movements. If missing data 
(blank) occurs for a very short time period (less than 200 
msec) and the gaze labels before and after the blank are the 
same, then these two consecutive gaze data were combined 
into one block. In contrast, if the gaze label changes after a 
short blank or if the blank is longer than 200 msec, then these 
two gaze data are not combined. For example, as shown in 
Figure 2, suppose that the user’s gaze direction shifts as 
follows: T-(300-msec blank)-AH-(50-msec blank)-AH-(150-
msec blank)-F1. In this case, the two AHs before and after 
the 50-msec blank are combined into one block. As a result, 
at time t, a 3-gram T-AH-F1 is constructed from this 
sequence. If the blank is longer than 1 sec and a 3-gram is not 
complete, then we ignore the sequence as an incomplete 3-
gram and start a new 3-gram at the next gaze data. In our 
corpus, most of the gaze data construct a 3-gram, and 
incomplete 3-grams are not very frequent.  

Analysis of 3-grams with respect to the degree of 
disengagement 
As part of the nonverbal data, we recorded the button 
pressing behaviors of the user and the observer as human 
judgments of disengagement. The reason for collecting 
reports from both parties is that using self reporting alone is 
not reliable and using only the observer’s report is not 
reliable because the observer is an overhearer [22], who may 
not consider the user’s nonverbal behaviors as signals 
directed toward herself/himself. Investigation of the overlap 
between the user’s judgment and the observer’s judgment 
revealed that the observer pressed the button 39.0% of the 
time when the user also pressed the button, and the user 
pressed the button 54.4% of the time when the observer also 
pressed the button. Since the agreement was not high, we 
decided to use the sum of the judgments, and judged that the 
user was disengaged if either the user or the observer pressed 
her/his button.  

The average probability of button pressing was then 
calculated for each type of 3-gram and was used as the 
degree of disengagement (Figure 3). For example, F1-AH-
AH co-occurs with button pressing 82% of the time. Thus, 
the degree of disengagement of this pattern is 82%. For the 
AH-T-T 3-gram, the degree of disengagement was only 45%. 
This scale indicates that 3-grams with higher degrees violate 

proper engagement gaze rules and those with lower degrees 
contribute to the conversation in a proper manner. Note that, 
as shown in Figure 3, 3-grams containing T have lower 
degrees of disengagement. This suggests that looking at the 
target object or establishing joint attention with the agent is a 
positive sign of user engagement. A further analysis of 3-
gram patterns is presented in [23].  

Analysis of individual difference 
As the next step, we investigated the individual difference of 
the 3-gram distribution. Figure 4 plots the observed 3-grams 
with respect to degree of disengagement. The X-axis is the 
timeline (sec), and the Y-axis indicates the degree of 
disengagement. The rectangles at the top of each graph 
indicate the time period during which user disengagement 
was reported (i.e., when either the user or the observer 
pressed her/his button).  

As shown in the graphs, for both User A and User B, 3-
grams with higher disengagement values co-occur with 
human judgments of disengagement. Based on this 
observation, we set a threshold in order to estimate whether 
the user is engaged in the conversation.  

However, comparison of User A and User B revealed that the 
distribution of the 3-grams differed depending on the user. In 
the graph for User A, 3-grams that co-occurred with human 
judgments of disengagement are shaded (areas (a), (b), and 
(c)), and the other areas indicate 3-grams that occurred 
during user engagement (areas (1), (2), (3), and (4)). To 
distinguish the disengaged areas from the engaged areas, the 
threshold should be set higher than the upper bound of the 
engaged areas and lower than the lowest upper bound among 
the disengaged areas. For example, for User A, the upper 
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bound of area (b) is the lowest among the shadowed areas 
(areas (a) through (c)), and the upper bound of area (2) is the 
highest among areas (1) through (4). In this case, the 
threshold should be set between the upper bound of area (2) 
(61%) and the upper bound of area (b) (74%). Likewise, for 
User B, the threshold should be set between 75% and 83%. 
The proper threshold ranges are marked with dashed lines 
and double-headed arrows. 

Based on the above analysis, the threshold can be specified 
as the degree of disengagement that is assigned based on the 
button pressing probability and should be adapted according 
to the individual characteristics of the users.  

ESTIMATING USER ENGAGEMENT 
In order to adapt the threshold for disengagement judgment 
to individual users, we use a clustering technique. To 
determine an appropriate threshold according to the user in 
real time, the clustering algorithm uses the first 120 seconds 
of gaze data from the beginning of the explanatory 
conversation. Since the actual explanatory conversation starts 
20 second after the greeting, the data sampling ends 140 
second from the start of the interaction. In Figure 4, the 3-
gram data used in determining a threshold are surrounded by 
dotted lines.  

The data points are clustered according to the degree of 
disengagement. We use a simple centroid method for this 
purpose. The clustering procedure is as follows. First, starting 
with individual data points as a cluster, the Euclidean 

distance between the centroids of two clusters is calculated, 
and the closest clusters are merged. The centroid of the new 
cluster is then calculated by weighting the centroids of the 
original clusters according to the number of data points. 
When the number of clusters becomes four, the process is 
terminated.  

After the clustering procedure, four clusters are obtained. The 
midpoint between the centroid of the highest disengagement 
cluster and the centroid of the second highest disengagement 
cluster is used as the threshold. For example, using this 
algorithm, the threshold of User A in Figure 4 is determined 
to be 65, and that of User B is determined to be 76. Note that 
both of these thresholds fall within the proper ranges, as 
indicated by the dashed lines in Figure 4.  

We evaluated the proposed user adapted engagement 
estimation method and found that the predictive accuracy is 
much higher when using the user-adaptive threshold than 
when applying the same threshold to all users. The details of 
this evaluation are described in [23].  

ARCHITECTURE OF AN ENGAGEMENT-SENSITIVE 
CONVERSATIONAL AGENT 
In this section, we describe the system architecture of the 
proposed conversational agent. The agent serves as a sales 
person at a cell phone store and explains about the cell 
phones in the store one by one. In addition to speech-based 
communication, this system can estimate the user’s 
conversational engagement through attentional information. 
Moreover, this system uses the results of estimation in 
determining the agent’s next action. The system architecture 
is shown in Figure 5. The primary components are described 
below.  

Understanding and Sensing:  
Input Controller: The Input Controller receives various types 
of data from multiple components and updates the state of the 
dialogue (using the Information State, which will be 

D
eg
re
e 
of
 d
is
en

ga
ge
m
en

t
User A

User B

(msec)

(msec)

Button pressing

20 140a1 b2 c 43

74

61

83

75

Threshold

 

Figure 4. Individual difference of 3-gram distribution 

Figure 5. System architecture 

TTS

Animation

Generation
Module

Generation

Eye tracker ASR

Understanding and SensingDialogue Management

Decision
Making

Dialogue 
Planner

Agenda

Information  State
Speaker:
Utterance:
Goal:
Attitude:
…

Discourse Model

Input ControllerInput Controller

Engagement 
Estimation Module
Engagement 
Estimation Module

Language 
Understanding Module

143



explained later). The Input Controller receives the 
recognition results from input devices, such as a speech 
recognition system and an eye tracker, and obtains the 
interpretation results from language understanding and 
engagement estimation. The Input Controller processes these 
inputs using a queue for their synchronization.  

Input Devices: At present, the proposed system has two input 
devices, namely, a speech recognition system (ASR) and an 
eye tracker. We use julius-4.0.2 for Windows [9] for 
Japanese speech recognition. We defined simple recognition 
rules to recognize user questions, such as questions related to 
the price and functions of the cell phones. The second input 
device is the Tobii X-120 eye tracker, which measures the 
user’s gaze behavior. The eye tracker measures the user’s 
gaze points at 50 Hz.  

Engagement Estimation Module: We implemented the 
engagement estimation method proposed in the previous 
sections as an Engagement Estimation Module. The 
Engagement Estimation Module receives eye-gaze 
information from the eye tracker, and, based on the gaze 
information, this component judges whether the user is 
engaged in the conversation with the agent. The results of 
judgment are sent to the Input Controller to update the state 
of the dialogue.  

Discourse Model 
The Discourse Model maintains the state of the dialogue. We 
use the concept of the Information State (IS) [24] to keep 
track of the state of the dialogue. We modified the original IS 
to manipulate heterogeneous verbal and nonverbal 
information, such as symbolic verbal information updated at 
each utterance and numeric data for gaze points received 50 
times per second. The details of the Multimodal Dialogue 
Management Mechanism are described later.  

Dialogue Management 
The Dialogue Planner uses a request to explain a cell phone 
as input and generates a plan for explaining the cell phone. 
All the communicative goals to be accomplished are added to 
the Agenda, which is implemented as a stack. The Agenda is 

also accessed by the Decision Making to determine the 
agent’s next action.  

Generation 
Recipes of the agent’s speech are synthesized by Hitachi Hit-
Voice TTS and are saved as .wav files. A sequence of 
animation commands for each speech is saved as a script file, 
which is automatically generated by the CAST system [25]. 
Each animation script is interpreted by the Haptek animation 
system to generate agent animations that are synchronized 
with speech. 

MULTIMODAL DIALOGUE MANAGEMENT MECHANISM 
This section describes the details of the Multimodal Dialogue 
Management Mechanism (MDMM), which has two primary 
functions: (1) maintaining the state of the dialogue and (2) 
determining the agent’s next action.  

In the engagement-sensitive agent of the present study, the 
MDMM must update the state of the dialogue according to 
verbal and nonverbal information, which have different grain 
sizes. In the current system, gaze information is sent to the 
Input Controller 50 times per second. On the other hand, 
verbal information is updated upon each utterance, which is 
normally several seconds long.  

In order to integrate and maintain such heterogeneous 
information in the MDMM, we use an Information State-
based discourse model. The Information State-based dialogue 
management tool has already been developed as TrindiKit 
[26] and Midiki [27] in Java implementation. Since these 
tools were designed to process verbal information in text-
based or speech-based dialogue systems, some modifications 
are necessary in order to process a large amount of nonverbal 
information, i.e., numerical data sent from motion/eye/head 
tracking systems.  

Multimodal information management: In order to 
synchronize different types of information that have different 
grain sizes, a unique time stamp is assigned to all of the 
information. This allows us to refer to any type of 
information by specifying the time. For example, by 
specifying the start and end times of an utterance, the system 
can access the gaze point information and engagement status 
during the utterance.  

Customizing IS specification: In multimodal dialogue 
systems, input devices differ depending on the system. 
Therefore, the IS specification needs to be customizable. The 
MDMM provides an XML-based IS configuration file that 
can be edited by system developers. Figure 6 shows an 
example. The top level contains the “cVerbal” cell and 
“cNonverbal” cell. In “cNonverbal” cell, one user, “cUser1”, 
is defined, and this cell has a sub cell, “Gaze”. Then, the 
“Gaze” cell has three variables, namely, Time (time stamp), 
CorX (X coordinate of the gaze point), and CorY (Y 
coordinate of the gaze point). Subscription and trigger 
relationships are also defined in XML to specify which 
component subscribes which cell and which information 

Figure 6. XML for customizing IS and information 
flow in the dialogue manager 

< InfoState Version="0.0.0">
<Cell ID="1" name="cVerbal">

…

<Cell ID="2" name="cNonVerbal">
<variable varName="cUser1" type="cell"/>

</Cell>
<Cell ID="3" name="cUser1">

<variable varName="Gaze" type="cell"/>
</Cell>
<Cell ID="4" name="Gaze">

<variable varName="Time" type="obj"/>
<variable varName="CorX" type="obj"/>
<variable varName="CorY" type="obj"/>

</Cell>
</InfoState >
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triggers which component. For example, when the Gaze call 
is updated, a message is sent to the Engagement Estimation 
Module, which processes the message to judge whether the 
user is engaged in the conversation.   

 Decision Making Module: The Decision Making in the 
MDMM decides the agent’s next action by referring to the IS 
and the Agenda to find possible subsequent communication 
goals. As a special case, when the user’s distraction is 
reported to the IS, the Decision Making Module does not 
choose the next goal in the Agenda, but rather adds a new 
communicative goal whereby the user is posed a probing 
question, such as “Do you have any questions?” or “Would 
you like to move on to the next cell phone?”   

EXAMPLE 
Figure 7 shows a conversation between a user and the 
proposed agent. During the agent’s explanation of a cell 
phone, at (16), the user asked a question by interrupting the 
agent’s explanation, at which point the agent responded to 
the user. This is a typical speech-based interaction between 

a user and a dialogue system. Just before an utterance at 
(26), another person approached the user, grabbing his 
attention. At this time, by processing the eye-tacking data, 
the engagement estimation module detected that the user 
was not engaged in the conversation. Then, by referring to 
the Information State, the MDMM discerned that the user 
was distracted from the conversation. Based on this 
information, the Decision Making Module decided to ask 
the probing question, “Would you like to move on to the 
next cell phone?” at the next turn. Since the user accepted 
this proposal, the system changed the topic of conversation 
to the next cell phone. Later, at (29), the disengagement 
gaze pattern was detected again. This time, the system 
asked another probing question, “Do you understand so 
far?” The system then released its turn to the user, and the 
user had the chance to ask a question without interrupting 
the agent’s explanation.  

EVALUATION  

Experimental procedure 
To examine whether the agent’s capability of estimating user 
engagement improves the effectiveness of the system and the 
naturalness of the interaction with a user, we conducted an 
evaluation experiment. We used three female and six male 
subjects. None of the subjects had participated in the 
previous data collection experiment. The subject’s task was 
the same as in the previous experiment, namely, listening to 
the agent’s explanation and guessing the most popular model 
for female high school students or businessmen. This time, 
the subject did not report her/his disengagement by pressing 
a button (because disengagement was judged automatically 
by the system). A list of questions that the user can ask 
(regarding, for example, price, game functions, and display 
size) was displayed in front of the user, and the user wore a 
headset microphone that was used for the speech input. In the 
experiment, however, the user’s speech was interpreted by an 
experimenter in order to avoid speech recognition errors that 
would influence the quality of the interaction. Each subject 
interacted with the agent under the following two conditions:  

Figure 8. Rating of subjective evaluation 
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(15) A: I have this model, and I found that the 
peep preventing function is particularly useful. 
<User asked a question by interrupting the 
agent’s explanation>
(16) U: What is the price of the D904i?
(17) A: The D904i is 35,300 Yen if you start a 
new contract.
(18) A: Can I continue explaining? 
(19) U: Yes. 
(20) A: Let us resume the previous 
explanation. 
…
(25) A: This design is both beautiful and useful. 
It is 17 mm-thick and fits comfortably in your 
hands.
<A person interrupted the conversation 
and the system detected the distraction>
(26) A: Would you like to move on to the next 
cell phone?
(27) U: Yes. 
<Changing the topic after obtaining the 

user’s agreement>
(28) A: Let us resume the explanation. At your 
left is the kid’s model which has many safety 
features.
< The system detected distraction >

(29) A: Do you understand so far?
< User asked a question after prompting 

by the agent >
(30) U: What are the game functions like on 
the kid’s model?
(31) A: Both the D904i and the SH904i have 
intuitive game functions. Can I continue the 
explanation?
(32) U: Yes.
(33) A: Let us resume the explanation. This 
phone is easy to handle…

A: Agent’s utterance, U: User’s utterance
Target objects are marked with squares. 
User’s gaze points are marked with circles.

Figure 7. Example of user-agent interaction 
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 Probing based on engagement estimation (engagement 
estimation condition): The agent generates probing 
questions when the Engagement Estimation Module 
detects the user’s disengagement 

 Periodic probing: The agent periodically asks probing 
questions (after every 10 utterances).  

In the engagement estimation condition, a threshold is 
calculated using the data collected during the first 120 
seconds of the explanatory conversation, and the threshold is 
determined at 140 seconds, as explained in previous sections. 
For each condition, three cell phones were displayed on the 
screen as the targets of the agent’s explanations. 

We used both subjective and objective (behavioral) 
evaluation measures. As the nonverbal objective measure, the 
frequency of disengagement gaze patterns was counted. The 
frequency of asking questions by the subjects was used as the 
verbal objective measure. As a subjective measure, we used a 
six-point Likert scale to ask the subjects about their 
impression towards the agent and the interaction with the 
agent. The questionnaire contained 33 questions, which were 
classified into the seven categories shown in Appendix A. 
Thus, four or five questions were asked for each category, 
and average values were used in the analysis. Since this 
experiment uses a within-subject design, each subject 
completes this questionnaire twice, once after each condition. 
In order to cancel the order effect, half of the subjects started 
with the engagement estimation condition and the other half 
started with the periodic probing condition. 

Results 

Subjective evaluation 
The averages for each question category are shown in Figure 
8. All of the scores were higher in the engagement estimation 
condition than in the periodic probing condition. Specifically, 
for Appropriateness of behavior and Smoothness of 
conversation, we found a statistical significance or trend in 
the two-tailed t-test (t (8) = 1.96; p < 0.10 for 
Appropriateness of behavior, and t (8) = 3.90; p < 0.01 for 
Smoothness of conversation). These results suggest that 

selecting the agent’s behaviors according to the results of 
engagement estimation is effective in human-agent 
interaction.  

Another interesting finding is that the subjects felt the agent’s 
animated motions to be more natural in the engagement 
estimation condition than in the periodic probing condition (t 
(8) = 2.32; p < 0.05), although the animations were exactly 
the same. This suggests that the agent’s verbal behavior 
presented with proper timing improve the user’s impression 
of the agent’s nonverbal expressions. 

Objective evaluation of nonverbal behaviors 
Figure 9 shows the percentage of disengagement gaze 
patterns in each session for each subject. Note that for all of 
the subjects (Subjects A through J), the percentage of 
disengagement gaze patterns decreased in the engagement 
estimation condition. This difference was found to be 
statistically significant in a two-tailed t-test (t (8) = 3.26; p < 
0.05). This result suggests that agent’s probing questions 
presented with proper timing prevent subjects from becoming 
distracted from the conversation.  

Objective evaluation of verbal behaviors 
As the second behavioral measure, we investigated the 
subjects’ verbal behaviors. We hypothesized that if the agent 
were to pose probing questions with proper timing, then the 
subject would be more likely to ask a question or request a 
change of topic during her/his turn provided by the agent’s 
question. Therefore, such behaviors are expected to be more 
frequently observed in the engagement estimation condition 
than in the periodic probing condition. Figure 10 shows the 
average ratios of (a) subject’s asking a question and (b) 
asking a question and then requesting a change of topic with 
respect to the total number of the agent’s probing questions. 
In the engagement estimation condition, the subjects asked 
questions for 37% of the time when an opportunity was 
presented, although in periodic probing condition, the 
subjects asked questions 22% of the time when an 
opportunity was presented. A statistical trend was observed 
in a two-tailed T-test (T (8) =2.066, p < 0.1). Similarly, in 
engagement estimation condition, the user changed the topic 
of conversation 49% of the time when an opportunity was 
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presented, whereas, in the periodic probing condition, the 
user changed the topic of conversation 24% of the time when 
an opportunity was presented (T (8) = 2.387, p < 0.05). This 
difference is statistically significant. These results suggest 
that the agent’s probes effectively provide opportunities for 
the subjects to talk to the agent.  

Discussion 
In the evaluation experiment, we found that, in the 
engagement estimation condition, not only that the user’s 
impression of the agent was improved, but also that the 
subjects were less distracted from the conversation than in 
the periodic probing condition, and that the users asked more 
questions. These findings suggest that the proposed 
engagement estimation mechanism can work well in a 
complex conversational agent system and is useful for 
improving the quality of the interaction between the user and 
the agent.  

CONCLUSION AND FUTURE WORK 
By analyzing gaze patterns observed in a Wizard-of-Oz 
experiment, we observed that patterns of gaze transition 3-
grams are strongly correlated with human subjective or 
observational judgment of a user’s engagement in the 
conversation. Based on these findings, we applied a 
clustering technique to gaze 3-gram data and proposed a 
method of automatically detecting whether the user is 
engaged in the conversation. Then, we incorporated this 
mechanism into a conversational agent serving as a 
salesperson and conducted an evaluation experiment. By 
using subjective and objective measures for the evaluation, 
we obtained positive results suggesting that the proposed 
engagement-sensitive agent improved the human-agent 
interaction.  

Although the proposed method focuses on the transitions of 
gaze direction, another important aspect is the duration of 
gaze fixation. Therefore, the proposed method might be 
improved by weighting each 3-gram according to its 
temporal duration. As such, whether the model extension 
contributes to improving the engagement estimation should 
be investigated.  

Finally, we intend to address issues related to how to select 
the most appropriate probing question according to the user’s 
level of disengagement. In addition to the agent asking 
probing questions, there may be other possibilities for 
reacquiring user engagement, such as asking the user’s 
preference or telling the user to disregard other objects. More 
basic research is necessary in order to select an effective 
probe. This research may include collecting various types of 
probes and investigating the correlation between the 
conversational context and the probe.  
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Appendix A. List of questions used in subjective evaluation 

Labels Definitions 

(a) Awareness 
of engagement  

1. Did you feel that the sales agent was aware 
of your attitude during her explanation? 8. Did 
you feel that the sales agent was aware of your 

bored with the conversation? 17. Did you feel 
that the sales agent catch the atmosphere? 23. 
Did you feel that the sales agent was aware of 
your gaze? 31. Did you feel that the sales 
agent was aware of your facial expressions? 

(b) 
Appropriateness 
of behavior 

2. Did the sales agent adapt her explanation 
according to your attitude? 9. Did you feel 
that the sales agent continued her description 
when you were not bored with the 
conversation and behaved appropriately when 
you were bored? 11. Was the timing of the 
agent’s questions (e.g., “Do you understand so 
far?”) proper? 18. Were the contents of the 
agent’s questions (e.g., “Do you understand so 
far?”) proper? 24. Was the number/frequency 
of the agent’s questions (e.g., “Do you 
understand so far?”) proper?  

(c) Smoothness 
of conversation

3. Did you feel that the sales agent was easy to 
talk to? 12. Did you feel that the conversation 
with the sales agent was smooth? 25. Did you 
feel that the conversation was natural? 33. 
Was it easy to have a conversation with the 
sales agent? 29. Did you feel that the agent 
posed too many questions (e.g., “Do you 
understand so far?”) or posed questions too 
frequently? 32. Did you feel that the agent 
posed too few questions (e.g., “Do you 
understand so far?”) or did not pose questions 
frequently enough? 

(d) Favorability

4. Did you have a good impression of the 
sales agent? 13. Did you want to talk to the 
agent again? 19. Did you feel that the sales 
agent was friendly? 30. Did you have good 
impressions of the sales agent’s service? 

(e) Naturalness 
of motion 

5. Did you feel that the sales agent’s actions 
were natural? 14. Did you feel that the sales 
agent’s motions were smooth? 20. Did you 
feel that the gestures of the sales agent were 
natural? 26. Did you feel that the facial 
expressions of the sales agent were natural? 

(f) Humanness 

6. Did you feel human likeliness to the sales 
agent? 10. Did you feel that the sales agent is 
getting closer to human beings? 15. Did you 
feel humanity to the sales agent? 21. Did you 
feel that the sales agent was alive? 27. Did 
you feel that the sales agent had social skills? 

(g) Intelligence 

7. Did you feel that the sales agent was 
intelligent? 16. Did you feel that the sales 
agent was smart? 22. Did you feel that the 
sales agent had the ability to learn? 28. Did 
you feel that the sales agent had the ability to 
think? 
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