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David Silver’s class on Reinforcement Learning.



Recap: Markov Decision Process (MDPs)

Trajectory



Recap: Return



Recap: Policy



Goal:

Return:

Recap: MDPs, Returns, Policies



Reinforcement Learning vs Supervised Learning

● Sequential decision making
● Maximize cumulative reward
● Sparse rewards
● Environment maybe unknown

● One-step decision making
● Maximize immediate reward
● Dense supervision
● Environment always known

Reinforcement Learning Supervised Learning



Fully known 
MDP

states
transitions

rewards

Bellman 
optimality 
equations

Bellman 
expectation 

equations

Repeat until policy converges. Guaranteed to converge to optimal policy.

Policy iteration

Q-value iteration

Value iteration

Q-policy iteration

Recap: Exact methods



Fully known 
MDP

states
transitions

rewards

Bellman 
optimality 
equations

Bellman 
expectation 

equations

Repeat until policy converges. Guaranteed to converge to optimal policy.

Policy iteration

Q-value iteration

Value iteration

Q-policy iteration

Recap: Exact methods

Iterate over and storage for all states and actions
Requires small, discrete state and action space

Update equations require fully observable MDP and known transitions



Recap: Tabular Q-learning
MDP
with 

unknown
transitions

Replace true 
expectation over 
transitions with 

estimates 

Bellman 
optimality 
equations

targetold estimate 

simulation and exploration, epsilon greedy is important!

Tabular Q-learning



Recap: Tabular Q-learning
MDP
with 

unknown
transitions

Replace true 
expectation over 
transitions with 

estimates 

Bellman 
optimality 
equations

targetold estimate 

simulation and exploration, epsilon greedy is important!

Tabular: keep a |S| x |A| table of Q(s,a)
Still requires small and discrete state and action space

How can we generalize to unseen states?

Tabular Q-learning



Recap: Deep Q-learning

targetold estimate 



Recap: Deep Q-learning

Update w- with updated w every ~1000 iterations



Recap: Deep Q-learning

targetold estimate 

Works for high-dimensional state and action spaces
Generalizes to unseen states

Stochastic gradient descent + Exploration + Experience replay + Fixed Q-targets  



Recap: Obtaining the optimal policy
Optimal policy can be found by maximizing over Q*(s,a) 



Recap: Obtaining the optimal policy
Optimal policy can be found by maximizing over Q*(s,a) 

Optimal policy can also be found by maximizing over V*(s’) with one-step look ahead



Contents

● Policy gradient methods
● Actor-critic
● Applications: RL and language



Value-based and Policy-based RL

State value functions Action value functions



Value-based and Policy-based RL



Directly learning the policy

Q(s,a) and V(s) very high-dimensional
But policy could be just ‘open/close hand’
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Value-based and Policy-based RL

Policy-based Value-based



Value-based and Policy-based RL

Policy-based Value-based



Pong from pixels



Pong from pixels



Pong from pixels

Network sees +1 if it scored a point, and -1 if it was scored against.
How do we learn these parameters?



Pong from pixels



Pong from pixels



Pong from pixels



Pong from pixels



Pong from pixels



Pong from pixels



Pong from pixels



Pong from pixels



Pong from pixels



Pong from pixels



Pong from pixels

epsilon greedy!



Pong from pixels

epsilon greedy!



Pong from pixels

epsilon greedy!

Does not require transition probabilities
Does not estimate Q(), V()

Predicts policy directly



Pong from pixels

http://www.youtube.com/watch?v=YOW8m2YGtRg


Policy gradients

Why does this work?



Policy gradients



Policy gradients
Writing in terms of trajectories

Probability of a trajectory Reward of a trajectory



Policy gradients
Writing in terms of trajectories

Probability of a trajectory Reward of a trajectory



Policy gradients



Policy gradients



Policy gradients

Gradient ascent on policy parameters



REINFORCE algorithm



REINFORCE algorithm



REINFORCE algorithm



REINFORCE algorithm

Tractable :-)



REINFORCE algorithm

Can we compute these without knowing the transition probabilities?
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REINFORCE algorithm

Can we compute these without knowing the transition probabilities?



REINFORCE algorithm

Can we compute these without knowing the transition probabilities?



Intuition



Intuition



Intuition



Intuition

epsilon greedy



Intuition



Variance reduction with a baseline



Variance reduction with a baseline

e.g. exponential moving average of the rewards. Provably reduces variance while remaining unbiased. 



Actor-critic methods



Actor-critic methods



Actor-critic methods



Actor-critic methods

Minh et. al., ICML 2016



Actor-critic methods

Actor: decides what actions to take

Critic: evaluates how good the action is 

Minh et. al., ICML 2016
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Actor-critic methods

Actor: decides what actions to take

Critic: evaluates how good the action is 

Minh et. al., ICML 2016



Actor-critic methods

Exploration + experience replay
Decorrelate samples

Fixed targets

Minh et. al., ICML 2016



Summary of RL methods

Value iteration
Policy iteration

(Deep) Q-learning

Policy gradients

Actor (policy)
Critic (Q-values)



Applications: RL and Language



RL and Language

Luketina et. al., IJCAI 2019



RL and Language

Luketina et. al., IJCAI 2019



Language-conditional RL

● Instruction following
● Rewards from instructions
● Language in the observation and action space



Language-conditional RL: Instruction following

● Navigation via instruction following

Chaplot et. al., AAAI 2018
Misra et. al., EMNLP 2017



Language-conditional RL: Instruction following

● Navigation via instruction following

Fusion
Alignment
Ground language
Recognize objects
Navigate to objects
Generalize to unseen objects

Chaplot et. al., AAAI 2018
Misra et. al., EMNLP 2017



Language-conditional RL: Instruction following

● Interaction with the environment

Chaplot et. al., AAAI 2018



Language-conditional RL: Instruction following

● Gated attention via element-wise product

Chaplot et. al., AAAI 2018

Fusion
Alignment
Ground language
Recognize objects



Language-conditional RL: Instruction following

● Policy learning

Chaplot et. al., AAAI 2018



Language-conditional RL: Instruction following

Chaplot et. al., AAAI 2018

http://www.youtube.com/watch?v=JziCKsLrudE


Language-conditional RL: Instruction following

Grounding is important for 
generalization

blue armor, red pillar -> blue pillar

Chaplot et. al., AAAI 2018



Language-conditional RL: Rewards from instructions

Montezuma’s revenge

Sparse, long-term reward problem
General solution: reward shaping via auxiliary rewards



Language-conditional RL: Rewards from instructions

Montezuma’s revenge

Sparse, long-term reward problem
General solution: reward shaping via auxiliary rewards

Encourages agent to 
explore its environment by 
maximizing curiosity.
How well can I predict my 
environment?
1. Less training data
2. Stochastic
3. Unknown dynamics
So I should explore more.

Pathak et. al., ICML 2017
Burda et. al., ICLR 2019 



Language-conditional RL: Rewards from instructions

Montezuma’s revenge

Sparse, long-term reward problem
General solution: reward shaping via auxiliary rewards

Natural language for reward shaping

Goyal et. al., IJCAI 2019 

“Jump over the skull while going to the left”

from Amazon Mturk :-(
asked annotators to play the 
game and describe entities

Intermediate rewards to speed up learning



Language-conditional RL: Rewards from instructions
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Natural language for reward shaping
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Encourages agent to take actions related to the instructions



Language-conditional RL: Rewards from instructions

Montezuma’s revenge

Natural language for reward shaping

Goyal et. al., IJCAI 2019 

Encourages agent to take actions related to the instructions



Language-conditional RL: Language in S and A

● Embodied QA: Navigation + QA

Das et. al., CVPR 2018Most methods similar to instruction following

http://www.youtube.com/watch?v=gVj-TeIJfrk


Language-assisted RL

● Language for communicating domain knowledge
● Language for structuring policies



Language-assisted RL: Domain knowledge

● Properties of entities in the environment are annotated by language

Narasimhan et. al., JAIR 2018

from Amazon Mturk :-(
asked annotators to play 
the game and describe 
entities
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Narasimhan et. al., JAIR 2018

Fusion problem
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Language-assisted RL: Domain knowledge

● Properties of entities in the environment are annotated by language

Narasimhan et. al., JAIR 2018

Grounded language learning
Helps to ground the meaning of text to the dynamics, transitions, and rewards

Language helps in multi-task learning and transfer learning

Fusion problem



Language-assisted RL: Domain knowledge

Branavan et. al., JAIR 2012

● Learning to read instruction manuals



Language-assisted RL: Domain knowledge

Branavan et. al., JAIR 2012

1. Choose relevant sentences
2. Label words into action-description, state-description, or background 
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Language-assisted RL: Domain knowledge

● Learning to read instruction manuals

Branavan et. al., JAIR 2012

A: action-description
S: state-description

Relevant sentences



Language-assisted RL: Domain knowledge

● Learning to read instruction manuals

Branavan et. al., JAIR 2012

Grounded language learning
Ground the meaning of text to the dynamics, transitions, and rewards

Language helps in learning



Language-assisted RL: Domain knowledge

● Learning to read instruction manuals

Branavan et. al., JAIR 2012

Language is most important at the start when you don’t have a good policy
Afterwards, the model relies on game features



Language for structuring policies

● Composing modules for Embodied QA

Das et. al., CoRL 2018



Language for structuring policies

● Composing modules for Embodied QA

Das et. al., CoRL 2018



Summary of RL methods

Value iteration
Policy iteration

(Deep) Q-learning

Policy gradients

Actor (policy)
Critic (Q-values)



Summary of applications
Instruction following

“Jump over the skull 
while going to the left”

Language for rewards



Summary of applications
Instruction following

“Jump over the skull 
while going to the left”

Language for rewards

Language as domain knowledge

Language to structure policies


