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Lecture Objectives

= Recap: multimodal fusion

= Kernel methods for fusion
= Multiple Kernel Learning

= Transformers through the lens for kernel

= New directions in multimodal machine learning
* Representation

= Alignment
= Fusion
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Quick Recap:
Multimodal Fusion
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Multimodal fusion

»= Process of joining information '*"'"‘"‘""'

from two or more modalities to
perform a prediction

= Examples
= Audio-visual speech recognition

= Audio-visual emotion recognition . - . .

Surprice

=  Multimodal biometrics .
=  Speaker identification and
diarization

= Visual/Media Question answering

i
|
answer-ph

(a) answer-phone (a) get-out-car (a) fight-person
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Multimodal Fusion

Two major types:

= Model Free
= Early, late, hybrid

= Model Based
= Neural Networks
= Graphical models
= Kernel Methods

Prediction

Fancy
algorithm

?
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Graphical Model: Learning Multimodal Structure

Modality- structure === =mmememememmmcmemm e
 Internal grouping of observations 0

Modality-shared structure @ @ @ @ @
- Interaction and synchrony @ @ @ @ @
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Multi-view Latent Variable Discriminative Models

Modality- structure
 Internal grouping of observations

Modality-shared structure
» |nteraction and synchrony

p(ylx4,x";0) = Z p(y, h4, hY x4, xV; 9)
hA v
» Approximate inference using loopy-belief
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Multimodal Fusion:
Multiple Kernel Learning



What is a Kernel function?

= A kernel function: Acts as a similarity metric between
data points

K(x;,x;) = dpx)Td(x) = (p(x), p(x;)), where ¢:D - Z

= Kernel function performs an inner product in feature map
space ¢

= |nner product (a generalization of the dot product) is often
denoted as (.,.) in SVM papers

= x € RP(but not necessarily), but ¢(x) can be in any space —
same, higher, lower or even in an infinite dimensional space
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Non-linearly separable data
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Same data, but now linearly separable

= Want to map our data to a linearly separable space

» Instead of x, want ¢ (x), in a separable space (¢(x) is a feature
map)

= What if ¢(x) is much higher dimensional? We do not want to learn
more parameters and mapping could become very expensive
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Radial Basis Function Kernel (RBF)

= Arguably the most popular SVM kernel
" K(x;x;) = exp —ﬁ |2 — x,-||2

" p(x) =7
= |tis infinite dimensional and fairly involved, no easy way to actually

perform the mapping to this space, but we know what an inner
product looks like in it

= g=7?
* a hyperparameter

= With a really low sigma the model becomes close to a KNN approach
(potentially very expensive)

Language Technologies Institute



Some other kernels
= Other kernels exist

= Histogram Intersection Kernel
= good for histogram features

= String kernels
= specifically for text and sentence features

= Proximity distribution kernel
= (Spatial) pyramid matching kernel
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Kernel CCA

If we remember CCA it used only inner products in definitions when
dealing with data, that means we can again use kernels
wiElgwg

/
(w7, ws) = argmax , , = argmax wi12Ws
wi,w2 \/w1211w1w2222w2 wiEllwlzw’zzggwg:l

We can now map into a high-dimensional non-linear space instead

/
oy K Koo
(af,a3) = argmax L = argmax o K1 Ksas
1> ™2 7 7 1 ’
aq,000 \/(alKl 052) (OélKQCEQ) a)Kiog=ahK2as=1

[Lai et al. 2000]
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Different properties of different signals

How do we deal with heterogeneous or multimodal data?

* The data of interest is not in a joint space so appropriate kernels for
each modality might be different

Multiple Kernel Learning (MKL) is a way to address this

= \Was popular for image classification and retrieval before deep learning
approaches came around (winner of 2010 VOC challenge, ImageClef
2011 challenge)

= MKL - fell slightly out of favor when deep learning approaches became
popular

= Still useful when large datasets are not available
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Multiple Kernel Learning

» |nstead of providing a single kernel and validating which one works optimize
in a family of kernels (or different families for different modalities)

= Works well for unimodal and multimodal data, very little adaptation is needed

[Lanckriet 2004]
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MKL in Unimodal Case

= Pick a family of kernels and learn which
kernels are important for the classification
case

= For example a set of RBF and polynomial r‘
kernels

? - - 9; -‘- ‘ -

‘4 -.0: - 2 4 ..‘oo - R
8 E . Hra a.
it L it
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MKL in Multimodal/Multiview Case

= Pick a family of kernels for
each modality and learn which
kernels are important for the
classification case

= Does not need to be different eT——.
.. “. i
modalities, often we use
different views of the same o : ."i_L .”i_“ i D if';;g'jf.‘f
modality (HOG, SIFT, etc.)  Hull 1 I V i - o
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Kernel functions for
Transformer networks
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Recap: Self-Attention
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Recap: Transformer Self-Attention

q1 |kq q2 |k, q3 |k3 qs, |k4 qds - |Ks
t 4 4 4 4
/V/ /l/ /V/ /l/
- y - - - y -
X1 X2 X3 X4 X5
I do not like it
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Transformer Self-Attention

Scale dot-
product

attentioné ------ .---
4 : :
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Transformer’s Attention Function

Scale dot-product attention:

Scale dot- T
XqW o (x W)
product a = Softmax q " q

attentioni =™ /
T : dk

How can you interpret it as a
kernel similarity function?
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Transformer’s Attention Function

};1 Scale dot-product attention:
Scaledot- & TS T
product _ Xq M_I_CL(_)_C!‘ M{.k_)_ )
product 1 a = softmax |~=d=te—=-
I0N: :
s | dk
E az‘l .
1,1 1%}
f 4
@1 Kernel-formulated attention:
o] [rd k(xq, x;,) What IS the
Yy a= , impact of the
W A Z{x;(}k(xCI’xk) kernel function?
X1
|
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Transformer’s Attention Function

Scale dot-
product

attention

4

A

What is the impact of the kernel function?

NMT (BLEU?)
Type Kernel Form )
Asym. (W, =W, Sym. (W, = W)
Linear (faWo [ W) not converge not converge
; 2
Polynomial ( (faWq. W ;,)) 32.72 3243
| H | H( . Hj“')
, Exponential exp( HeWafo Vi) 33.98 33.78
ransiorme ( Vi )
RBF expl( - Lo Ll ) 34.26 34.14

What is the best way to integrate the
position embedding?
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Transformer’s Attention Function

What is the best way to integrate the
position embedding?

Scale dot-
produp S e PE Incorporation Kernel Form NMT (BLEU?)
attention; ’
¢ 1 ami et Direct-Sum esp (fo + tg: fi + 1) 33.98
LOOk-up Table Ltq_tkij : kexp(fqa f.lc) 34.12
[ranstormer X Product Kernel kexp(fq, fk) Ky, (tq,tk) 33.62
Product Kernel kp(fq, fk) ke (tq,tk) 34.71
with kr(fy, fx) = exp(U‘ 1) TV e ) natrices!

i
<t@t@)
Vg

and kr(tg, ty) :exp(— :
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New(-Ish) Directions:
Representation
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Representation 1: Hash Function Learning

= We talked about coordinated representations, but mostly
enforced “simple” coordination

= We can make embeddings more suitable for retrieval
= Enforce a Hamming space (binary n-bit space)

End-to-End Hashing

)~

Multimodal
Embedding

Visual
Embedding

“A Tabby cat is leaning ( Semantic
on a wooden table, with Ly .
one paw on a laser | / Embedding
mouse and the other on
a black laptop” Hash Function Learm‘ngJ

[Cao et al. Deep visual-semantic hashing for cross-modal retrieval, KDD 2016]
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Representation 2: Order-Embeddings

= We talked about coordinated representations, but mostly
enforced “simple” coordination

= Can we take it further? /enfity \
= Replaces symmetric similarity S person dog
/ \
woman person walking
N X |
x = y if and only if /\ T = U woman walking

i=1 _ | .

woman skiing woman walking her dog

= Enforce approximate structure when training the embedding
[Vendrov et al. Order-embeddings of images and language, ICLR 2016]
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Representation 3: Hierarchical Multimodal LSTM

General Image Captioning:

* ‘A man is standing in front of towers.”

Region-oriented, detailed, and phrase-level Captioning:
* ‘a man with a blue hat and sunglasses’
*‘q girl in red jacket and black dress’
* ‘several white towers with golden spire’

» Uses these region-based phrases to hierarchically build sentences

Niu, Zhenxing, et al. "Hierarchical multimodal Istm for dense visual-semantic embedding.”
Computer Vision (ICCV), 2017 IEEE International Conference on. IEEE, 2017.
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Representation 3: Hierarchical Multimodal LSTM

lossgp
+— forward h
€ Dackward tonet

¥ A ‘\\\ T
\ ;N two-branh-n
. /5 d0 T
A sentence An image ¥ N

‘a cat sat on the mat.” «----- >

parsing

/ “
o
'l'
- [/
) ’f
. N7
region proposals ™, (000}
g i
Verb Phrase l R-CNN /7 VA
.. \
....“ " \‘
= i“fi;“‘t‘\c l Id‘z
\

Sentence

HM-LSTM

Niu, Zhenxing, et al. "Hierarchical multimodal Istm for dense visual-semantic embedding." Computer
Vision (ICCV), 2017 IEEE International Conference on. IEEE, 2017.
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Representation 4: Multimodal VAE (MVAE)

Variational Autoencoder (VAE):

Real Latent
Image space
| ‘ | Synthesized
Decoder image
qe(2]x) Py (x|2)

—————————————
~
~

With multimodal observations?
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Representation 4: Multimodal VAE (MVAE)

Multimodal variational autoencoder (MVAE)

qul(xllz) Po, (leZ) PoG

2 LR 2 N
@ @ El E2 EN

What will be the encoder?

Product of expert (PoG) to combine the variational
parameters from the unimodal encoders
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Representation 4: Multimodal VAE (MVAE)

“Mulitmodal”’ datasets: Transform unimodal datasets into “multi-modal’
problems by treating labels as a second modality

z~p(2) z~p(z|x; = 5)
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Representation 5: Multilingual Representations

Two men playing soccer oOn a field

[HH HH HH I~

il Y| ..-.mi

(e
L
o "
" A\ ~
s % e, -
# TR ke -~
=
| ™
-
e -
.} = £
el

[ H H H —

zwei manner kdmpfen um  einen fussball

Joint space

Goal: map image and its descriptions (not translations) in both
languages close to each other.

[Gella et al. " Image Pivoting for Learning Multilingual Multimodal Representations”, ACL 2017]
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New(-ish) Directions:
Alignment
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Alignment 1. Books to scripts/movies

= Aligning very different modalities
= Books to scripts/movies

-

: J—
Chapter 2 \E
Episode 1, Scene 15
00:15:54,320 --> 00:15:57,159 E10
There are no direwolves | |. . I

EO1 E03
_ Theon Greyjoy said, “There’s not been a direwolf e
/v [~/ |l sighted south of the wall in two hundred years.” = south of the Wall. |
J@n ' i
‘ 00:15:57,160 --> 00:15:59,959 'I.
Now there are five. I"- N
00:16:02, 960 ,'l.'lll

[N {.
i i { A | f t' 9 .
|| [ ,{' [ (] “I see one now,” Jon replied.
{ ,"" f | \f { / I A P UJ
A | &/ /R Bran tore his eyes away from the monster. That was RobB
Vv /% [ | 'l whenhe noticed the bundle in Robb’s arms. He ... X 00:15:59, 960

i \
T r T T T T T
Fis &7 68 70 2 73

L I I A
! 1|2|:Iﬂ-|5| ' HBIIE! IIQIIQIMII.
There’s not been a direwolf sighted south of the wall in two hundred years.
#words = 6

There are no direwolves south of the Wall. ITF score = 15.62

» Hand-crafted similarity based approach
[Tapaswi et al. Book2Movie: Aligning Video scenes with Book chapters, CVPR

2015]
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Alignment 2: Books to scripts/movies

= Aligning very different modalities
= Books to scripts/movies

arvd what's inside it | thing
ot that, too: her mind. Mo,
Porain, all those coils, anyg
ner thoughts shuttling
'mough those coils like

' caw her, It was the back n;
ne head | 4 there
was something lovely Jbom
n, the angles of it Like R
Shany, hard corm kerned o .
dverbed fossil. She hag
what the Victorians wouly
call @ finely shaped heag
you could imagine the skuy

yite easily I'd know hey

When | think of my wife | always think of her head.
| picture cracking her lovely skull unspooling her brains
trying to get answers.

= Supervision based approach

[Zhu et al. Aligning Books and Movies: Towards Story-like Visual Explanations
by Watching Movies and Reading Books, ICCV 2015]
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Alignment 3: Spot-The-Diff

Cluster
Mask Gl

Decoder ——> Sentencer
7y

Decoder —> Sentence,
A

Encoder

Man by yellow poles in after ~ There are two people in middle of Person crossing crosswalk in
pic wasn't there before. court that were not there earlier. first pic not there in second pic.

= ‘Spot-the-diff’: a new task and a dataset for succinctly describing all
the differences between two similar images.

= Proposes a new model that captures visual salience through a latent
alignment between clusters of differing pixels and output sentences.

[Jhamtani and Berg-Kirkpatrick. Learning to Describe Differences Between Pairs of Similar
Images., EMNLP 2018]
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Alignment 4: Textual Grounding

A woman 1in a green shirt is get— Two women wearing hats cov-  Young man wearing a hooded
ting ready to throw her bowling  ered in flowers are posing. jacket sitting on snow in front
down the lane... 1N area

painting next to the two on the

second bike from right in front left

person all the way to the right
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Alignment 4: Textual Grounding

= Formulate the bounding box prediction as an energy minimization

= The energy function is defined as a linear combination of a set of “image
concepts” ¢.(x,w,) € RWV*H

——
Input x Feature§ b
Query O:
"The left guy"
Word Prior

o3 0.36
02 32
oy 0.28

0.24

0.2
» 0.20
1 0.16
- 0.12
a0 0.08
Llo.0 Uo.oa
v.oa

L [ arg min E(x, y, w) ] ‘left’ ‘center’
y 0.3

2
N

Detection

»Z

Segmentation

\ XX/

0.42
92 0.36
02 0.30
01 0.24
01 0.18
oo 0.12

0.06

Lo.o U

‘right’ “floor’

Word priors
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Alignment 4: Textual Grounding

Word-word relationship

biCYClE‘ T TP L

bike i
camera - 0.75
cellphone |- e L

0.90

| oo cos(wg, W)

cectedef B g g5 _ _ o
Wy = [Ws,1,Ws,1, ---,Ws,|c|]
0.30

Query word, s

0.15

snowhaoarder
woman .- :

0.00

Query word, s’
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Alignment 5: Comprehensive Image Captions

= Merging attention from
text and visual modality

Topic Extractor Topic Bag

L ) ( (cows) (field) (sheep)

(water) (grass)

for image captioning [l |

Visual Attention Merging Gate Topic Attention Output

= Strike a balance | [ o |||
between details (visual Il watr| ocaa | | | 0%
driven) and coverage of T e bl
objects (text/topic driven) cous | 0064 o)

ill TN:;F: i ggrr:;]

grass | 0.432 field

[Liu et al. simNet: Stepwise Image-Topic Merging Network for Generating Detailed
and Comprehensive Image Captions, 2018]

Language Technologies Institute



Alignment 5: Comprehensive Image Captions

= Merging attention from text and visual modality for
Image captioning

| simNet
:
1
1
: : Topic Attention
------------- Topic T, . —
Input Image Extractor [cows] [field) (sheep)

[water] [grass)

e QOutput Attention

Image
Encoder _¥ , Input Attention

[Liu et al. simNet: Stepwise Image-Topic Merging Network for Generating Detailed
and Comprehensive Image Captions, 2018]
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New(-Ish) Directions:
Fusion
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Fusion la: Multi-Head Attention for AVSR

CTC Posterior
Probabilities

T T
er Feed-forward
ormalization

Linear, Softmax

me——mp———-- ! i
1 Feed Forward I !
I I 1 i
| 1 D ET TP
I Multi-head Attention 1 1 mmmmmmm e - \
1 H Multi-head
1 6 f QK V " : attention
I x
I S ] i
1
1
1

STFT

S

Afouras, Triantafyllos, Joon Son Chung, Andrew Senior, Oriol Vinyals, and Andrew Zisserman.
"Deep audio-visual speech recognition." arXiv preprint arXiv:1809.02108 (Sept 2018).
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Fusion 1b: Fusion with Multiple Attentions

= Modeling Human Communication — Sentiment,
Emotions, Speaker Traits

ap _af  af E%hg _________
= 8= P
' Language LSTM I ¥ =il —ist| oz
e { “EETTT,
Vision LSTM el [T k=i —% s
. = ] e
- Acoustic LSTM A e A —|%
_?1—_4__-_—_-_—:________ l_“_’_Tf__:—ﬂr—_-_________'
o
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Fusion 2: Memory-Based Fusion

/ Delta-memory Attention Network \ / Multi-view Gated Memory
pil (t-1)

\& System of LSTMs /

t—1 t t+1 t+2 t+3 t+4
[Zadeh et al., Memory Fusion Network for Multi-view Sequential Learning, AAAI 2018]
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Fusion 3: Relational Questions

= Aims to improve relational
reasoning for Visual Question
Answering

Non-relational question:

Original Image:

What is the size of
the brown sphere?

LN
= Current deep learning K
architectures — unable to capture

\ Relational question: [ — —W
reasoning capabilities on their aze thers sny rutber
Own same size as the yellow

metallic cylinder?

= Proposes a Relation Network
(RN) that augments CNNs for
better reasoning

Santoro, A., Raposo, D., Barrett, D. G., Malinowski, M., Pascanu, R., Battaglia, P., & Lillicrap, T.
(2017). A simple neural network module for relational reasoning. In Advances in neural
information processing systems (pp. 4967-4976).
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Fusion 3: Relational Questions

Final CNN feature maps

RN

L el ——

L | | |- 1 1a

What size is the cylinder
that is left of the brown

metal thing that is left .
of the big sphere?

| » what size is...

[
Object pair
with question  J#-MLP

--p [N | —> JgMLP

op COEETT —> DEE

ey IO —> EED |

Element-wise
sum

sphere

|
LSTM
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Fusion 4: Structured Prediction

= Scene-graph prediction: The output structure is invariant to specific

permutations.

= The paper describe a model that satisfies the permutation invariance
property, and achieve state-of-the-art results on the competitive Visual

Genome benchmark

Flower

[lo|1]1]1
i‘ 1|o/olo Cat
‘U 1ofofo — F e Pot
1/ololo

Person

- Output Labels
.\’ Fl 0 i Cat o
o/of1]o Person ‘
L 1|10/ _—| F - Flower (g ‘
Mo o[1o | Pot ¢ '
! I 3
Output Labels : ¢ |

[Herzig et al. Mapping Images to Scene Graphs with Permutation-Invariant Structured
Prediction, NIPS 2018
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Fusion 5: Recurrent Multimodal Interaction

The same LSTM module strides across entire image /
feature map of image, acting as conv kernel

3

O
_|
<
|
3

O
_|
<
|
3
@
<
v

ey WMo Segmentation mask

Input image NG | i 1

giraffe on right

[Liu et al. Recurrent Multimodal Interaction for Referring Image Segmentation, 2017]
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New(ish) Directions:
Co-Learning
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Co-learning 1: Regularizing with Skeleton Seqs

= Better unimodal representation by regularizing using
a different modality

Yy Decoded Skeleton Sequence
| ot
Bpam
Classification [] g
Similarity =
Loss
ol Biking
S ——— 2
) L Z
_. > yt ) et g
\/’
' !
ZI) C\ ht /" 3 l
| o f 3
\ S 8 St1 |
o oo N (=4 b Ll A t+
g (Jut) =
© e = I
= f % LSTM Decoder
I A |
e
DCNN |
Input Skeleton Sequence
=
‘ \Ut Unsupervised LSTM auto-encoder
) training on 3D joint trajectories
Regularized LSTM + DCNN

Non parallel data!

[B. Mahasseni and S. Todorovic, “Regularizing Long Short Term Memory with 3D Human-
Skeleton Sequences for Action Recognition,” in CVPR, 2016]
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Co-Learning 2: Multimodal Cyclic Translation

Sentiment

-

Encoder 1

Co-learning
Representation

“Today was a great day!”
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Co-learning 3: Taskonomy

Task-specific Modeling 3 Transfer Modeling 3 Taxonomy Solver . Computed Taxonomy
Layout Normals Reshading Layout Normals Reshading
” i P
2D Segm. | 3D Keypoints | 2.5D Segm Autoencoding
AHP
Binary Integer -~ 2D Keypoints | %f.c:’;m;hmg Pts.
. L £ 0s€
Frogr n’g/, Jig 4" (nonfix)
- ’ Normals I@mtmg
Z-D
O ~~~~~~ o Scene i.omonon
g .)cclusion Edges
Y 4 ! ching Object Class. (100)
- /_/ 1% Order :
Qo‘ /. —> Taskspecific =+ g: Order biect Class. (1000) Scmantic Segm.
y Order .
N4 4 2.5D Se; Random Proj.
M > Frozen - Curvature

Process overview. The steps involved in creating the taxonomy.

Zamir, Amir R., et al. "Taskonomy: Disentangling Task Transfer Learning." Proceedings of
the IEEE Conference on Computer Vision and Pattern Recognition. 2018.
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Co-learning 4: Associative Multichannel Autoencoder

= | earning representation through fusion and translation
» Use associated word prediction to address data sparsity

5 .
@e..@0) @ e@.;@ ®) @ @.;@ ®) Association wor
T
(@--T@ ®) (ﬁa..;@b ® (@..80)

@e--@e) @ @T@ @)@ @-;@ 8@ tf‘?-;ﬁ%‘ﬁ @)
ki
e"@ @ @ (0"@ @) (@";@ @‘) (@"? @) (@";@ @)
[ Y]
Multimodal i
representations

Multimodal
®...8 é.08

representations

@e.® @o® @ ()

T i ( ) ) ( . )
©ea.8@ @e.00 (©6.00 - @%B _ Q%'@Gate
image2vec @ .0 ®) i
mlngl t D ‘* ;
{ /e n
- " ‘ MLP
gt =L Wi fEeEes
\n""—,\_ : ‘7._7_.-“"'
T Sample-specific gate
dog

[Wang et al. Associative Multichannel Autoencoder for Multimodal Word
Representation, 2018]
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Co-learning 5: Grounding Semantics in Olfactory Perception

= Grounding language in vision, sound, and smell

Olfactory-Relevant Examples

MEN sim || SimLex-999 sim
bakery  bread | 0.96 || steak  meat 0.75
grass lawn 0.96 || flower violet | 0.70
dog terrier | 0.90 || tree maple | 0.55
bacon meat 0.88 || grass moss 0.50
oak wood | 0.84 || beach sea 0.47
daisy violet | 0.76 || cereal wheat | 0.38
daffodil  rose 0.74 || bread flour 0.33

Smell label

Chemical Compound

z
g 3 s 2
4 = B o
= £z 3
= &8 B
-
2 % = 8 2
] = - =
= 5 < = &
Melon v
Pineapple v
Licorice v
Anise v
Beer v

Table 2: A BoCC model.

[Kiela et al., Grounding Semantics in Olfactory Perception, ACL-IJCNLP,

2015]
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New(-Ish) Directions:
Translation
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Translation 1: Visually indicated sounds

= Sound generation!

Input video

Predicted Sound
(Amplitude’2)

Time (seconds)

[Owens et al. Visually indicated sounds, CVPR, 2016]
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Translation 2: The Sound of Pixels

= Propose a system that learns to localize the sound sources in a
video and separate the input audio into a set of components
coming from each object by leveraging unlabeled videos.

e o g

Video Analysis Network

Input video frames (I)

1

I

: K image

, Dilated o channels

| n--rjet || -

I Dilated L b, ) =

: let l = y
Dilated - é k

| ResNet 2

Audio Analysis Network Estimated audio
masks M

Audio U-Net ™o (one per x,y location)

Input audio (S)
L

- —— e e e e

https://youtu.be/2eVDLEOIKDO
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https://youtu.be/2eVDLEQlKD0

Translation 2: The Sound of Pixels

= Trained in a self-supervised manner by learning to separate the
sound source of a video from the audio mixture of multiple videos
conditioned on the visual input associated with it.

Spatial
max pooling

T
g 1
5 1
g 1
A
2 1
£ 1
2

video 1 frames I;

e |
W» channels

video 1 sound S;

; p IOSS(Sl, SZI 5;1 S;)
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Translation 3: Learning-by-asking (LBA)

1 ‘. ]- Agent
Acquire
supe?vision *

Ask Provide
Question Answer

‘ Interact with
environment

Oracle |2

an agent interactively learns by asking questions to an oracle

standard VQA training has a fixed dataset of questions
in LBA the agent has the potential to learn more quickly by asking

“good” questions (like a bright student in a class)

[Misra et al. "Learning by Asking Questions", CVPR 2018]

Language Technologies Institute




Translation 3: Learning-by-asking (LBA)

Input Image I

Training:

Extract
Features

CNN =

Agent

Question Proposal Module

Question Relevance r

How many red cubes

How many red cubes
4 4 4 4

- @  — —

qup. Question Generator g

valid? [P

Question Proposals @,

Question Answering Module
VQA Model v Answer

How many red cubes

Question Selection Module

State  Prior state As
Learning Progress of VQA Model v

« Given on the input image the
model decides what questions

to ask

« Answers are obtained by
human supervised oracle

[Misra et al. "Learning by Asking Questions", CVPR 2018]
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Testing:

Oracle

r 3
Answer (a)

A A A4

Generated
i supervision
(I,q,a)

 LBAIs evaluated exactly like

VQA




Translation 4: Navigation

= Goal prediction

= Highlight the goal location by generating a probability distribution over
the environment panoramic image

= Interpretability
= Explicit goal
prediction
modeling makes
the approach more
interpretable

—————— = ]

After reaching the hydrant
head towards the blue
fence and pass towards the
right side of the well.

Put the cereal, the sponge,
and the dishwashing soap
into the cupboard above
the sink.

[Misra et al. Mapping Instructions to Actions in 3D Environments with

Visual Goal Prediction, EMNLP 2018]
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Translation 4: Navigation

Instruction Z

Goal Distribution P,
Turn left and go to the red oil drum

P I I

anorama lmage :
S Instruction Representation X Goal Location lg
_|| H 1 i «—

K1 5 Kz‘ K3‘ K4ﬁ Text Kernels
Softmax

Gy Goal Masks

P
P S

Fu, S
LingUNet

TURNLEFT TURNLEFT FORWARD Actions

The paper proposes to decompose instruction execution into: 1)
goal prediction and 2) action generation

[Misra et al. Mapping Instructions to Actions in 3D Environments with Visual Goal
Prediction, EMNLP 2018]
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Translation 5: Explanations for VQA and ACT

Pointing and Justification Architecture

—— e e e e S S e e S e e e e e - ——— e e e e e e,

o4
Xewyos
saf

Textual
Justification

wng pajybiap

J%)

wng pajybiop

Is this a = |
healthy 4 |
- I

- - —

meal?

________________________________

= Answering Model: predicts an answer given the image and the
guestion

= Multimodal Explanation Model: generates visual and textual
explanations given the answer, question, and image

[Park et al. "Multimodal Explanations: Justifying Decisions and Pointing to the
Evidence", CVPR 2018]
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Translation 5: Explanations for VQA and ACT

Q: Is this a zoo?

VQA'X A: No A: Yes

... because the zebras are ... because there are
standing in a green field. animals in an enclosure.

Q: Is the water calm?
A: No A: Yes

... because there are waves ... because there are no
and foam. waves and you can see the
reflection of the sun.

ACT-X:

The activity is
A: Mowing Lawn A: Mowing Lawn
= \

... because he is kneeling ... because he is pushing a
in the grass next to a lawn  lawn mower over a grassy
mower. lawn.

The activity is

A: Mountain Biking

ot |1

... because he is riding a ... because he is wearing a
bicycle down a mountain cycling uniform and riding
path in a mountainous area. a bicycle down the road.

[Park et al. "Multimodal Explanations: Justifying Decisions and Pointing to the

Evidence", CVPR 2018]
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