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Lecture Outline

▶ Background to Fuzzy Sets and Models in general:
▶ Crisp Sets
▶ Fuzzy Sets
▶ Fuzzy Logic
▶ Crisp Rules
▶ Fuzzy Rules

▶ The world of Type-2 Fuzzy Sets and Models:
▶ A Type-1 Fuzzy Set
▶ A Type-2 Fuzzy Set
▶ A Worked Example

▶ Final Words?
▶ The Evolving Fuzzy Neural Network (EFuNN)
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In a Crisp Sets World

▶ Everything is either true or false.
▶ No uncertainty is allowed.
▶ An item either is:

▶ Entirely within a set, or
▶ Entirely not in a set

▶ Conforms to the Law of the Excluded Middle:
▶ 𝑋 must be either in set 𝐴 or in set 𝑛𝑜𝑡 − 𝐴.
▶ No middle ground is allowed.

▶ Opposite sets (𝐴 and 𝑛𝑜𝑡 − 𝐴) must between them
contain everything.
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The World of Fuzzy Sets: Definitions1

▶ Items can belong to a fuzzy set to different degrees:
▶ Degrees of membership are expressed with membership
function.

▶ Completely within a set is a membership degree of 1.
▶ Completely outside a set is a membership degree of 0.
▶ An item can be both 𝐴 and 𝑛𝑜𝑡 − 𝐴 to different degrees:

▶ e.g. 𝑇 𝐴𝐿𝐿 to a degree of 0.9, 𝑛𝑜𝑡 − 𝑇 𝐴𝐿𝐿 to 0.2.
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1Adapted from [Jang;2016, pp. 2–9].
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The World of Fuzzy Sets: Membership Functions2
▶ A Membership Function (MF) describes the degree of
membership of a value in a fuzzy set.

▶ Mathematically written as 𝜇𝑋(𝑥).
▶ There are many different types of MF.
▶ Which one to use depends on the problem.
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2Adapted from [Bezdek;1993, p. 4].
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The World of Fuzzy Sets: Fuzzification

▶ The process of determining the degree to which a crisp
value belongs in a fuzzy set.

▶ The value returned by a fuzzy MF.
▶ Most variables in a fuzzy system have multiple MFs
attached to them.

▶ Fuzzifying that variable involves passing the crisp value
through each MF attached to that value.
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The World of Fuzzy Sets: Fuzzy Logic

▶ Same operations and functions as crisp logic.
▶ Must deal with degrees of truth rather than absolute
truths.

▶ Fuzzy logic is a superset of crisp (Boolean) logic.
▶ Output of fuzzy logical functions are the same as crisp
functions i.e.

▶ Just calculated differently.
▶ Handle degrees of truth, rather than absolute truths.

▶ The basis of fuzzy rule based systems.
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The World of Fuzzy Sets: Crisp Rules

▶ Consists of antecedents and consequents.
▶ Each part of an antecedent is a logical expression.

▶ e.g. 𝐴 ≥ 0.5, light is on.
▶ Consequent will be asserted if antecedent is true.
▶ Crisp rules:

▶ Only one rule at a time allowed to fire.
▶ A rule will fire or not fire.
▶ Have problems with uncertainty.
▶ Have problems with representing concepts like small, large,

thin, wide.
▶ The ordering of firing is also a problem.
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The World of Fuzzy Sets: Fuzzy Rules

▶ Also have antecedents and consequents.
▶ Both deal with partial truths.
▶ Antecedents match fuzzy sets.
▶ Consequents assign fuzzy sets.
▶ Fuzzy rules can have weightings:

▶ [0, … , 1], the importance of a rule, or commonly set to 1.
▶ Restaurant tipping example:

▶ IF service IS poor OR food IS rancid THEN tip IS cheap.
▶ IF service IS good THEN tip IS average.
▶ IF service IS excellent OR food IS delicious THEN tip IS

generous.
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The World of Fuzzy Sets: Fuzzy Inference

▶ Fuzzy inference matches fuzzy facts against fuzzy
antecedents.

▶ Inference process assigns fuzzy output set.
▶ Common fuzzy inference process is class Zadeh-Mamdani
inference.

▶ Performing fuzzy reasoning is a four step process:
1. Fuzzify the inputs (fuzzification).
2. Apply fuzzy logical operators across antecedents (fuzzy

inference).
3. Apply implication method.
4. Apply defuzzification method.
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The World of Fuzzy Sets: Fuzzy Inference (continued)

▶ Applying fuzzy logical operators across antecedents:
▶ Involves calculating the degree of truth for each rules’
antecedents.

▶ Uses fuzzy logic functions: fuzzy AND, fuzzy OR, etc.
▶ This is the degree of support for each rule.

▶ Each rule is allowed to ‘fire’ in a fuzzy system.
▶ Results of fuzzy inference is a fuzzy set for each output
variable for each rule.

▶ The shape of the fuzzy set is based on the degree of
support for each rule.
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The World of Fuzzy Sets: Fuzzy Inference (continued)

▶ Applying implication method:
▶ Shapes the output fuzzy set using the degree of support.
▶ Degree to which the fuzzy output set is supported is
determined by the degree of support for each rule.

▶ An aggregation of the degree of support of several rules.
▶ An aggregated MF must be created for each output
variable.

▶ Aggregation is performed once for each output variable.
▶ The order in which the rules execute doesn’t matter as the
aggregated MF will still be the same.
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The World of Fuzzy Sets: Defuzzification

▶ The inferred MF can then be turned into a single, crisp,
value.

▶ This process is called defuzzification.
▶ Converts an inferred, aggregated MF into a crisp number.
▶ Many types in existence.
▶ Two common ones:

▶ Centre of Gravity.
▶ Mean of Maxima.

▶ Each combines the fuzzy and corresponding crisp values
in a different way to create a single number.
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The World of Fuzzy Sets: Tipping Example3

3Reproduced from [Jang;2016, p. 2–29].



Advantages of Fuzzy Systems4

▶ Comprehensibility.
▶ Parsimony.
▶ Modularity.
▶ Consistency.
▶ Explainability.
▶ Uncertainty.
▶ Parallelism.
▶ Robust.

4Sourced and modified from E. Lughofer, Evolving Fuzzy Systems – Methodologies, Advanced Concepts and
Applications (2011): Springer Publishing Company, Incorporated.
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A Type-1 Fuzzy Set – Revisited

1

A Brief Tutorial

on Interval Type-2 Fuzzy Sets and Systems

Dongrui Wu

Abstract

This tutorial illustrates the basic ideas of interval type-2 (IT2) fuzzy sets and systems, and provides a Matlab

implementation of IT2 fuzzy logic system (FLS). One obstacle in learning IT2 fuzzy logic is its complex notations.

In this tutorial we try to avoid these notations and give the reader some intuitive understanding of IT2 FLSs. We

also briefly discuss approaches for reducing the computational cost of IT2 FLSs and the fundamental differences

between IT2 and type-1 FLSs.

I. TYPE-1 FUZZY SETS (T1 FSS)

Type-1 fuzzy set (T1 FS) theory was first introduced by Zadeh [69] in 1965 and has been successfully applied

in many areas, including modeling and control [5], [48], [67], data mining [22], [40], [66], time-series prediction

[28], [30], [45], etc.

An example of a T1 FS, X, is shown in Fig. 1(a). When only integer numbers are considered in the x domain,

the T1 FS can be represented as {0/2, 0.5/3, 1/4, 1/5, 0.67/6, 0.33/7, 0/8}, where 0/2 means that number 2 has

a membership degree of 0 in the T1 FS X, 0.5/3 means number 3 has a membership degree of 0.5 in the T1 FS

X, etc. In contrast, for a crisp set, the membership degree of each element in it can be either 0 or 1; there is no

value (e.g., 0.5) in between.
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Fig. 1. Examples of a T1 FS (a) and an IT2 FS (b).

The membership function (MF), µX(x), of a T1 FS can either be chosen based on the user’s opinion (hence, the

MFs from two individuals could be quite different depending upon their experiences, perspectives, cultures, etc.),

or, it can be designed using optimization procedures [23], [25], [47].

Dongrui Wu was with the Signal and Image Processing Institute, Ming Hsieh Department of Electrical Engineering, University of Southern

California, Los Angeles, CA 90089-2564, USA. He is now with the Machine Learning Lab, GE Global Research, Niskayuna, NY 12309

USA (phone: 213-595-3269; email: drwu09@gmail.com).

This tutorial can be distributed freely.

▶ This is a standard Type-1 Fuzzy Set (T1 FS), 𝑋.
▶ Integer numbers are considered in the 𝑥 domain so it can
be represented as
{2/0,3/0.5,4/1,5/1,6/0.67,7/0.33,8/0}.

▶ The MF, 𝜇𝑋(𝑥) of a T1 FS can be chosen based on users’
opinions or be designed using optimisation procedures.

▶ The limitation of T1 FS is that the membership grades are
crisp values but these values have inherent uncertainty
i.e. how do we model “about 0.5”?
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A Type-2 Fuzzy Set

1

A Brief Tutorial

on Interval Type-2 Fuzzy Sets and Systems

Dongrui Wu

Abstract

This tutorial illustrates the basic ideas of interval type-2 (IT2) fuzzy sets and systems, and provides a Matlab

implementation of IT2 fuzzy logic system (FLS). One obstacle in learning IT2 fuzzy logic is its complex notations.

In this tutorial we try to avoid these notations and give the reader some intuitive understanding of IT2 FLSs. We

also briefly discuss approaches for reducing the computational cost of IT2 FLSs and the fundamental differences

between IT2 and type-1 FLSs.

I. TYPE-1 FUZZY SETS (T1 FSS)

Type-1 fuzzy set (T1 FS) theory was first introduced by Zadeh [69] in 1965 and has been successfully applied

in many areas, including modeling and control [5], [48], [67], data mining [22], [40], [66], time-series prediction

[28], [30], [45], etc.

An example of a T1 FS, X, is shown in Fig. 1(a). When only integer numbers are considered in the x domain,

the T1 FS can be represented as {0/2, 0.5/3, 1/4, 1/5, 0.67/6, 0.33/7, 0/8}, where 0/2 means that number 2 has

a membership degree of 0 in the T1 FS X, 0.5/3 means number 3 has a membership degree of 0.5 in the T1 FS

X, etc. In contrast, for a crisp set, the membership degree of each element in it can be either 0 or 1; there is no

value (e.g., 0.5) in between.
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Fig. 1. Examples of a T1 FS (a) and an IT2 FS (b).

The membership function (MF), µX(x), of a T1 FS can either be chosen based on the user’s opinion (hence, the

MFs from two individuals could be quite different depending upon their experiences, perspectives, cultures, etc.),

or, it can be designed using optimization procedures [23], [25], [47].

Dongrui Wu was with the Signal and Image Processing Institute, Ming Hsieh Department of Electrical Engineering, University of Southern

California, Los Angeles, CA 90089-2564, USA. He is now with the Machine Learning Lab, GE Global Research, Niskayuna, NY 12309

USA (phone: 213-595-3269; email: drwu09@gmail.com).

This tutorial can be distributed freely.

▶ This is a standard Interval Type-2 Fuzzy Set (IT2 FS), 𝑋̃.
▶ The MFs grades in an IT2 FS are themselves fuzzy.
▶ The membership for each 𝑥 becomes an interval.
▶ An IT2 FS is bounded from the above and below by two T1
FSs 𝑋 and 𝑋 which is effectively the uncertainty
associated with each MF grade.

▶ 𝑋 is the upper MF (UMF) and 𝑋 is the lower MF (LMF).
▶ The area between 𝑋 and 𝑋 is the Footprint Of Uncertainty
(FOU).
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An IT2 Fuzzy Logic System (IT2 FLS)5

2

II. INTERVAL TYPE-2 FUZZY SETS (IT2 FSS)

Despite having a name which carries the connotation of uncertainty, research has shown that there are limitations

in the ability of T1 FSs to model and minimize the effect of uncertainties [20], [21], [34], [62]. This is because a

T1 FS is certain in the sense that its membership grades are crisp values. Recently, type-2 FSs [70], characterized

by MFs that are themselves fuzzy, have been attracting interests. Interval type-2 (IT2) FSs1 [34], a special case of

type-2 FSs, are currently the most widely used for their reduced computational cost.

An example of an IT2 FS, X̃, is shown in Fig. 1(b). Observe that unlike a T1 FS, whose membership for each

x is a number, the membership of an IT2 FS is an interval. For example, the membership of number 3 is [0.25, 1],

and the membership of number 5 is [0.75, 1]. Observe also that an IT2 FS is bounded from the above and below by

two T1 FSs, X and X, which are called upper MF (UMF) and lower MF (LMF), respectively. The area between

X and X is the footprint of uncertainty (FOU).

IT2 FSs are particularly useful when it is difficult to determine the exact MF, or in modeling the diverse opinions

from different individuals. The MFs can be constructed from surveys [31], [37], [56] or using optimization algorithms

[62], [63].

III. INTERVAL TYPE-2 FUZZY LOGIC SYSTEM (IT2 FLS)

Fig. 2 shows the schematic diagram of an IT2 FLS. It is similar to its T1 counterpart, the major difference being

that at least one of the FSs in the rule base is an IT2 FS. Hence, the outputs of the inference engine are IT2 FSs,

and a type-reducer is needed to convert them into a T1 FS before defuzzification can be carried out.
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Fig. 2. An IT2 FLS.

In practice the computations in an IT2 FLS can be significantly simplified. Consider the rulebase of an IT2 FLS

consisting of N rules assuming the following form:

Rn: IF x1 is X̃n
1 and · · · and xI is X̃n

I , THEN y is Y n n = 1, 2, ..., N

where X̃n
i (i = 1, . . . , I) are IT2 FSs, and Y n = [yn, yn] is an interval, which can be understood as the centroid

[26], [34] of a consequent IT2 FS2, or the simplest TSK model, for its simplicity. In many applications we use

yn = yn, i.e., each rule consequent is a crisp number.

Assume the input vector is x
′ = (x′1, x

′
2, ..., x

′
I ). Typical computations in an IT2 FLS involve the following steps:

1) Compute the membership of x′i on each Xn
i , [µXn

i
(x′i), µX

n

i
(x′i)], i = 1, 2, ..., I , n = 1, 2, ..., N .

2) Compute the firing interval of the nth rule, Fn(x′):

Fn(x′) = [µXn
1
(x′1)× · · · × µXn

I
(x′I), µX

n

1
(x′1)× · · · × µX

n

I
(x′I)] ≡ [fn, f

n
], n = 1, ..., N (1)

1IT2 FSs have also been called interval-valued fuzzy sets in the literature [8], [9], [17], [43], [44]. They can also be mapped into

intuitionistic fuzzy sets [1]–[3]. Deschrijver and Kerre [13] have a comprehensive study on the relationships some extensions of T1 FSs,

including interval-valued FSs, intuitionistic FSs, interval-valued intuitionistic FSs [1], and L-FSs [16].
2The rule consequents can be IT2 FSs; however, when the popular center-of-sets type-reduction method [34] is used, these consequent

IT2 FSs are replaced by their centroids in the computation; so, it is more convenient to represent the rule consequents as intervals directly.

▶ At least one of the FS in the rule base is an IT2 FS.
i.e. 𝑅𝑛: IF 𝑥1 is 𝑋̃𝑛

1 and 𝑥𝐼 is 𝑋̃𝑛
𝐼 THEN 𝑦 is 𝑌 𝑛,

𝑛 = 1, 2, … , 𝑁 where
𝑋̃𝑛

𝑖 (𝑖 = 1, … , 𝐼) are IT2 FS and 𝑌 𝑛 = [𝑦𝑛, 𝑦𝑛] is an interval.
▶ A problem is that we need to convert the IT2 FSs into a T1
FS before defuzzification can be carried out.

▶ For each 𝑅𝑛 a type-reducer determines which value of its
firing interval, [𝑓𝑛, 𝑓𝑛], is combined to compute 𝑦𝑙 and 𝑦𝑟
i.e. the lower and upper bounds of the output T1 FS.

5Sourced and reproduced from [Wu;2012, p. 2]
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Which membership grade to use?6

4

f) Set y = y′ and go to Step 3.

KM Algorithm for Computing yr:

a) Sort yn (n = 1, 2, . . . , N ) in increasing order and call the sorted yn by the same name, but now

y1 6 y2 6 · · · 6 yN . Match the weights Fn(x′) with their respective yn and renumber them so that

their index corresponds to the renumbered yn.

b) Initialize fn by setting

fn =
fn + f

n

2
n = 1, 2, . . . , N (12)

and then compute

y =

∑N
n=1 y

nfn

∑N
n=1 f

n
(13)

c) Find switch point k (1 6 k 6 N − 1) such that

yk 6 y 6 yk+1 (14)

d) Set

fn =

{
fn, n 6 k

f
n
, n > k

(15)

and compute

y′ =

∑N
n=1 y

nfn

∑N
n=1 f

n
(16)

e) Check if y′ = y. If yes, stop and set yr = y and R = k. If no, go to Step 6.

f) Set y = y′ and go to Step 3.

The main idea of the KM algorithm is to find the switch points for yl and yr. Take yl for example. yl is

the minimum of Ycos(x
′). Since yn increases from the left to the right along the horizontal axis of Fig. 3(a),

we should choose a large weight (upper membership grade) for yn on the left and a small weight (lower

membership grade) for yn on the right. The KM algorithm finds the switch point L. For n 6 L, the upper

membership grades are used to calculate yl; for n > L, the lower membership grades are used. This will

ensure yl be the minimum.
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(a) Computing yl: switch from the upper firing level to

the lower firing level.
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(b) Computing yr: switch from the lower firing level to

the upper firing level.

Fig. 3. Illustration of the switch points in computing yl and yr. The switch points can be found by the five algorithms introduced in [57].

4) Compute the defuzzified output as:

y =
yl + yr

2
. (17)

▶ The Karnik-Mendel (KM) algorithm computes two values:
𝐿 for 𝑓𝐿

and 𝑅 for 𝑓𝑅.
▶ These two values become switch points for 𝑦𝐿 and 𝑦𝑅

respectively and indicate which membership grade from
𝑓𝑛 or 𝑓𝑛

, is used for defuzzification where 𝑛 = 1, 2, … , 𝑁 .

6Sourced and reproduced from [Wu;2012, p. 4]

24-Sep, 2019 Info 411, Machine Learning and Data Mining 19 / 34



Worked example: The MFs for inputs 𝑥1 and 𝑥2
7

▶ Consider an IT2 FLS that has two inputs (𝑥1 and 𝑥2) and
one output 𝑦.

▶ Each domain consists of two IT2 FSs.

5

A. Example of an IT2 FLS

In this section, the mathematical operations in an IT2 FLS are illustrated using an example. Consider an IT2

FLS that has two inputs (x1 and x2) and one output (y). Each input domain consists of two IT2 FSs, shown as the

shaded areas in Fig. 4.
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Fig. 4. MFs of the IT2 FLS.

The rulebase has the following four rules:

R1 : IF x1 is X̃11 and x2 is X̃21, THEN y is Y 1.

R2 : IF x1 is X̃11 and x2 is X̃22, THEN y is Y 2.

R3 : IF x1 is X̃12 and x2 is X̃21, THEN y is Y 3.

R4 : IF x1 is X̃12 and x2 is X̃22, THEN y is Y 4.

The complete rulebase and the corresponding consequents are given in Table I.

TABLE I

RULEBASE AND CONSEQUENTS OF THE IT2 FLS.

x2

P
P
P
P
PP

x1 X̃21 X̃22

X̃11 Y 1 = [y1, y1] = [−1,−0.9] Y 2 = [y2, y2] = [−0.6,−0.4]

X̃12 Y 3 = [y3, y3] = [0.4, 0.6] Y 4 = [y4, y4] = [0.9, 1]

Consider an input vector x′ = (x′1, x
′
2) = (−0.3, 0.6). The firing intervals of the four IT2 FSs are:

[µX11
(x′1), µX11

(x′1)] = [0.4, 0.9] (18)

[µX12
(x′1), µX12

(x′1)] = [0.1, 0.6] (19)

[µX21
(x′2), µX21

(x′2)] = [0, 0.45] (20)

[µX22
(x′2), µX22

(x′2)] = [0.55, 1] (21)

The firing intervals of the four rules are:

7Sourced and reproduced from [Wu;2012, p. 5]
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Worked example: The rulebase and consequents
of the IT2 FLS8

𝑅1: IF 𝑥1 is 𝑋̃11 and 𝑥2 is 𝑋̃21 THEN 𝑦 is 𝑌 1

𝑅2: IF 𝑥1 is 𝑋̃11 and 𝑥2 is 𝑋̃22 THEN 𝑦 is 𝑌 2

𝑅3: IF 𝑥1 is 𝑋̃12 and 𝑥2 is 𝑋̃21 THEN 𝑦 is 𝑌 3

𝑅4: IF 𝑥1 is 𝑋̃12 and 𝑥2 is 𝑋̃22 THEN 𝑦 is 𝑌 4

𝑥1

𝑥2 𝑋̃21 𝑋̃22

𝑋̃11
𝑌 1 = [𝑦1, 𝑦1] =

[−1, −0.9]
𝑌 2 = [𝑦2, 𝑦2] =

[−0.6, −0.4]

𝑋̃12 𝑌 3 = [𝑦3, 𝑦3] = [0.4, 0.6] 𝑌 4 = [𝑦4, 𝑦4] = [0.9, 1]

8Sourced and reproduced from [Wu;2012, p. 5]
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Worked example: The rulebase and consequents
of the IT2 FLS9 (continued)

▶ Consider an input vector x′ = (𝑥′
1, 𝑥′

2) = (−0.3, 0.6)
▶ The firing intervals of the four IT2 FSs are:

[𝜇𝑋11
(𝑥′

1), 𝜇𝑋11
(𝑥′

1)] = [0.4, 0.9]
[𝜇𝑋12

(𝑥′
1), 𝜇𝑋12

(𝑥′
1)] = [0.1, 0.6]

[𝜇𝑋21
(𝑥′

2), 𝜇𝑋21
(𝑥′

2)] = [0, 0.45]
[𝜇𝑋22

(𝑥′
2), 𝜇𝑋22

(𝑥′
2)] = [0.55, 1]

9Sourced and reproduced from [Wu;2012, p. 5]
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Worked example: Firing the rules10

The firing intervals, [𝑓𝑁 , 𝑓𝑁 ], of the four rules are:
Rule
No.:

Firing Interval → Consequent

𝑅1 : [𝑓1, 𝑓1] = [𝜇𝑋11 (𝑥′
1) ⋅ 𝜇𝑋21 (𝑥′

2), 𝜇𝑋11 (𝑥′
1) ⋅ 𝜇𝑋21 (𝑥′

2)] → [𝑦1, 𝑦1] = [−1, −0.9]
= [0.4 × 0, 0.9 × 0.45] = [0, 0.405]

𝑅2 : [𝑓2, 𝑓2] = [𝜇𝑋11 (𝑥′
1) ⋅ 𝜇𝑋22 (𝑥′

2), 𝜇𝑋11 (𝑥′
1) ⋅ 𝜇𝑋22 (𝑥′

2)] → [𝑦2, 𝑦2] = [−0.6, −0.4]
= [0.4 × 0.55, 0.9 × 1] = [0.22, 0.9]

𝑅3 : [𝑓3, 𝑓3] = [𝜇𝑋12 (𝑥′
1) ⋅ 𝜇𝑋21 (𝑥′

2), 𝜇𝑋12 (𝑥′
1) ⋅ 𝜇𝑋21 (𝑥′

2)] → [𝑦3, 𝑦3] = [−0.4, −0.6]
= [0.1 × 0, 0.6 × 0.45] = [0, 0.27]

𝑅4 : [𝑓4, 𝑓4] = [𝜇𝑋12 (𝑥′
1) ⋅ 𝜇𝑋22 (𝑥′

2), 𝜇𝑋12 (𝑥′
1) ⋅ 𝜇𝑋22 (𝑥′

2)] → [𝑦4, 𝑦4] = [0.9, 1]
= [0.1 × 0.55, 0.6 × 1] = [0.055, 0.6]

10Sourced and reproduced from [Wu;2012, p. 6]
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Worked example: Computing the final crisp result

▶ From the KM algorithms, we find that 𝐿 = 1 and 𝑅 = 3:
𝑦𝑙 = 𝑓1𝑦1+𝑓2𝑦2+𝑓3𝑦3+𝑓4𝑦4

𝑓1+𝑓2+𝑓3+𝑓4

= 0.405×(−1)+0.22×(−0.6)+0×0.4+0.55×0.9
0.405+0.22+0+0.055

= −0.7169

𝑦𝑟 = 𝑓1𝑦1+𝑓2𝑦2+𝑓3𝑦3+𝑓4𝑦4

𝑓1+𝑓2+𝑓3+𝑓4

= 0×(−0.9)+0.22×(−0.4)+0×0.6+0.6×1
0+0.22+0+0.6

= 0.6244
▶ Finally, the crisp output of the IT2 FLS is:

𝑦 = 𝑦𝑙+𝑦𝑟
2 = −0.7169+0.6244

2 = −0.0463
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Applications of Type-2 Fuzzy Logic

▶ Type-2 fuzzy logic filtering to reduce noise in colour
images and contributions to perceptual computer
applications i.e. Computing With Words (CWW)11.

▶ A comprehensive review on IT2 FL in Intelligent Control
[Castillo;2014].

▶ Stock market prediction using an IT2 FLS [Bernado;2012].

11IEEE Computational Intelligence Magazine, August (7):3, 2012.
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So why haven’t we heard of Type-2 Fuzzy Logic
beforehand?

▶ Learning about and applying T1 FS seems natural to do,
notice their shortcomings, then address them using IT2 FS.

▶ Although IT2 FS were introduced by [Zadeh;1975], there
were initially few people who actually published anything
about them.

▶ As we try to more frequently model uncertain
environments, IT2 FS should be able to address them so
their popularity should rise.

▶ It is possible to extend the principle of T2 FS to T𝑛 FS to
account for situations when there is even more
uncertainty to be modelled.
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Neural networks (NN) in general
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Neural Networks (NN) in general (continued)
▶ Supervised learning algorithm:

▶ Finds a mapping between the input layer and output layer
via the hidden layer(s).

▶ Reduces the error between “state” the NN is currently in
and the “state” the NN is “required” to be in.

▶ Training data must be presented many times for the
neural network to learn.

▶ The addition of a learning rate and momentum constant
reduces the problem of the NN being trapped in local
minima.

▶ The result of learning:
▶ For prediction: a non-linear function that maps input
values to output values.

▶ For classification: a mapping that associates input values
with a particular class.

▶ Ultimately a NN that can generalise well to unseen or new
data.
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Issues with learning in a traditional NN

▶ How to select the “right” number of hidden nodes a priori?
▶ How many times (epochs) should we train the NN for?
▶ What values for the learning rate and momentum
constant should we use?

▶ What does the hidden layer and the connections within
the neural network actually represent?

▶ Incremental learning systems have addressed some of
these problems but other challenges remain.
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The Evolving Fuzzy Neural Network (EFuNN)12

▶ On-line/real-time neurocomputing model.
▶ Incrementally learns/creates its structure from its input.
▶ Adapts itself to a changing environment by adding or
pruning its hidden nodes (rule nodes).

▶ Fast learning → normally just single pass of the training
data set is required.

▶ Can accurately learn and generalise using a small set of
examples.

▶ Can extract rules to explain its processing.

12“Adaptive learning system and method”, Patent No. 503882–Kasabov in [Watts;2009].
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The Evolving Fuzzy Neural Network (EFuNN)13
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13“Adaptive learning system and method”, Patent No. 503882–Kasabov in [Watts;2009].
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Learning in the EFuNN
▶ Starts with no rule nodes.
▶ Each input/output data vector (𝑖𝑛𝑝, 𝑜𝑢𝑡) is fuzzified using

𝑚𝑓 membership functions to form a fuzzified data vector
(𝑖𝑛𝑝𝐹 , 𝑜𝑢𝑡𝐹 ).

▶ Normalised Euclidean distance used to measure similarity
between (𝑖𝑛𝑝𝐹 , 𝑜𝑢𝑡𝐹 ) and each existing rule node, 𝑅𝑛.

▶ Parameters 𝑠𝑇 ℎ𝑟 and 𝑒𝑟𝑟𝑇 ℎ𝑟 are used as thresholds to
determine when a new rule node should be added:

▶ If any distance between 𝑖𝑛𝑝𝐹 < 𝑠𝑇 ℎ𝑟 or 𝑜𝑢𝑡𝑝𝐹 > 𝑒𝑟𝑟𝑇 ℎ𝑟
then add a new rule node

else
existing rule node centre(s) are updated to
accommodate the new data instance → (similar to
on-line 𝑘-means clustering)

end

▶ Parameter 𝑙𝑟 is used to control the learning rate much like
traditional Neural Network (NN) backpropagation learning.
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