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Basic Concentration of Measure:
Hoeffding’s Inequality

1 Introduction

When learning in a statistical setting, the more evidence we see, the more confident we
become. For example, if we tossed a (possibly biased) coin once and it came out heads, that
does not necessarily mean that heads is a more likely outcome than tails. But if we tossed
the coin 100 times and it always came out heads, then we can be fairly certain that the coin
is strongly biased in favor of heads.

0.
0

0.
1

0.
2

0.
3

0.
4

−2σ −1σ 1σ−3σ 3σ0 2σ

34.1% 34.1%

13.6%
2.1%

13.6% 0.1%0.1%
2.1%

Figure 1 A Gaussian random variable is concentrated near its mean. Source: Wikipedia.

Formally, this phenomena is captured by concentration of measure. In a Gaussian
distribution N (µ, σ2), more than 95% of the probability mass is concentrated within two
standard deviations of the mean. Namely, PX∼N (µ,σ2) [|X − µ| ≤ 2σ] ≥ 0.95. The central
limit theorem tells us that this phenomenon is not unique to the Gaussian distribution:
for any sequence of i.i.d. random variables X1, X2, . . . with finite mean µ and variance σ,
the average Xn = 1

n (X1 +X2 + · · ·+Xn) converges in distribution to a Gaussian random
variable:1

√
n
(
Xn − µ

) d−→ N
(
0, σ2) .

In particular, the weak law of large numbers says that for any ε > 0,

lim
n→∞

P
[∣∣Xn − µ

∣∣ > ε
]

= 0.

This implies that if we observe enough i.i.d. random variables then we can obtain an excellent
estimate of µ. Hence in the biased coin example above, the more times we toss the coin, the
better we can estimate its bias.

The problem is that the central limit theorem and the law of large numbers are asymptotic
results that only tell us what happens in the limit. In order to use concentration of measure
for learning with a finite sample complexity, we need a quantitative version of these results
that can tell us how good our estimates are after seeing a finite number n of examples.

1 So the Gaussian distribution is not unusual in this respect, it is very normal – hence the name the
normal distribution.
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2 Basic Concentration of Measure

In this unit we will prove a quantitative theorem of this form called Hoeffding’s inequality,
which roughly says that

P
[∣∣Xn − µ

∣∣ > ε
]
≤ e−Ω(nε2).

This theorem will be very useful for us when we continue to investigate the PAC model of
learning.

2 Moment Generating Functions

I Definition 1. Let X be a real-valued random variable. For any n ∈ N, the n-th moment
of X is E [Xn] (if the integral exists).

The first moment of a random variable is its mean, the second moment is its variance (if
E [X] = 0), and the higher moments convey further types of “global” information about the
random variable.

I Definition 2. Let X be a real-valued random variable. The moment generating function
(MGF) of X is the function MX : R→ R given by

MX(t) = E
[
etX
]
.

Note that the MGF might not always exist (namely, etX is not necessarily integrable). Some
facts about the MGF when it exists:

(a) As its name suggests, the MGF generates the moments of the random variable, in the
following sense.

B Claim 3. Let X be a random variable and assume MX exists and is finite in some
neighborhood of 0. For any positive integer n, let M (n)

X denote the n-th derivative of
MX . Then M (n)

X (0) = E [Xn].

Proof sketch.2 Recall that the Taylor series of ex around 0 is

ex =
∞∑
k=0

xk

k! = 1 + x+ x2

2! + x3

3! + · · · .

Therefore,

MX(t) = E
[
etX
]

= E

[ ∞∑
k=0

(tX)k

k!

]
(?)=

∞∑
k=0

E
[

(tX)k

k!

]
=
∞∑
k=0

tk

k!E
[
xk
]
.

Equality (?) uses the fact that we can exchange integration and summation.3 Fur-
thermore, in this case it is possible to exchange differentiation and summation,4
yielding

M
(n)
X (t) = ∂n

∂tn

∞∑
k=0

tk

k!E
[
xk
]

=
∞∑
k=0

E
[
xk
] ∂n

∂tn
tk

k! .

2 A complete proof is available as Theorem 4.8 in [7].
3 We will not prove this fact, which is a consequence of Fubini’s theorem. See also here.
4 A power series may be differentiated term-by-term within its radius of convergence. See here.

https://math.stackexchange.com/q/83747
https://proofwiki.org/wiki/Power_Series_is_Termwise_Differentiable_within_Radius_of_Convergence
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Observe that

∂n

∂tn
tk

k!

∣∣∣∣∣
t=0

=
{

1 k = n

0 k 6= n
,

and therefore M (n)
X (0) = E [Xn]. J

(b) The MGF completely determines the distribution. Formally,

I Theorem 4 (Uniqueness Theorem). If there exists δ > 0 such that

∀t ∈ (−δ, δ) : MX(t) = MY (t) <∞

then X and Y are equal in distribution.

This is a non-trivial fact. We will not prove it, but it is useful to keep in mind.5

(c) The MGF for the sum of independent random variables is the product of their MGFs.
Namely, if X and Y are independent random variables and MX(t) and MY (t) exist
for some t, then

MX+Y (t) = E
[
et(X+Y )

]
= E

[
etXetY

]
= E

[
etX
]
E
[
etY
]

= MX(t)MY (t).

3 Sub-Gaussian Distributions

As mentioned in the introduction, the Gaussian distribution is concentrated near its mean.

I Definition 5. Let µ, σ ∈ R. The Gaussian (normal) distribution with mean µ and variance
σ2 is denoted N (µ, σ2) and is defined by the following probability density function:

∀x ∈ R : p(x) = 1√
2πσ2

exp
(
− (x− µ)2

2σ2

)
.

B Claim 6. Let X be a random variable with distribution N (µ, σ2). Then for any t > 0,

P [X − µ > t] ≤ 1√
2π

e−
t2

2σ2

t
,

P [X − µ < −t] ≤ 1√
2π

e−
t2

2σ2

t
,

and therefore

P [|X − µ| > t] ≤
√

2
π

e−
t2

2σ2

t
.

I Exercise 7. Prove Claim 6.

In other words, a Gaussian random variable satisfies

P [|X − µ| > t] ≤ exp
(
− t2

2σ2

)
.

5 Proofs are available e.g. in [1, 3].
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4 Basic Concentration of Measure

The following definition captures this concentration property. It will be convenient to express
this using the logarithm of the MGF,

ψX(s) = lnMX(s) = lnE
[
esX

]
.

I Definition 8. Let X be a random variable. We say that X is sub-Gaussian with variance
factor v if E [X] = 0, ψX(s) exists for all s ∈ R, and

∀s ∈ R : ψX(s) ≤ s2v

2 .

The bound on the tails of a sub-Gaussian distribution can be derived using the Cramér–
Chernoff method as follows.

B Claim 9. Let X be a sub-Gaussian random variable with variance factor σ2. Then for
any t > 0,

P [X > t] ≤ exp
(
− t2

2σ2

)
, and

P [X < −t] ≤ exp
(
− t2

2σ2

)
.

Proof. For the first inequality, let s > 0 be some scalar to be chosen later. Then

P [X > t] = P [sX > st] = P
[
esX > est

]
(monotinicity)

≤
E
[
esX

]
est

(Markov’s inequality)

= eψX(s)−st ≤ e s
2σ2
2 −st. (1)

To obtain the tightest bound, we choose the value of s that minimize this expression. The
exponent function is monotone increasing, and the expression inside the exponent above is
a (U-shaped) parabola. Therefore the minimum is obtained at the stationary point of this
parabola.

∂

∂s

(
s2σ2

2 − st
)

= sσ2 − t = 0 =⇒ s = t

σ2 .

Plugging this back into Eq. (1) yields

P [X > t] ≤ exp
(
− t2

2σ2

)
,

as desired. The proof for the second inequality is similar. J

4 Hoeffding’s Inequality

The following theorem is our main concentration of measure result for sums of independent
random variables.

I Theorem 10 (Hoeffding’s Inequality [5]). Let Z1, . . . , Zm be a sequence of real-valued i.i.d.
random variables. Assume that there exist a, b, µ ∈ R such that for all i ∈ [m], E [Zi] = µ
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and P [a ≤ Zi ≤ b] = 1. Then for any ε ≥ 0,

P

 1
m

∑
i∈[m]

Zi − µ > ε

 ≤ exp
(
−2m

(
ε

b− a

)2
)
, and (2)

P

 1
m

∑
i∈[m]

Zi − µ < −ε

 ≤ exp
(
−2m

(
ε

b− a

)2
)
. (3)

Therefore,

P

∣∣∣∣∣∣ 1
m

∑
i∈[m]

Zi − µ

∣∣∣∣∣∣ > ε

 ≤ 2 exp
(
−2m

(
ε

b− a

)2
)
. (4)

The proof of Hoeffding’s inequality relies on the following two lemmas.

B Claim 11 (Popoviciu’s Inequality). Let a ≤ b be real numbers, let X be a random variable,
and assume that P [a ≤ X ≤ b] = 1. Then

Var [X] ≤ (b− a)2

4 .

Proof. Consider the function g(t) = E
[
(X − t)2] = E

[
X2]−2E [X] t+t2. This is a U-shaped

parabola, so it achieves its minimum at the stationary point.

g′(t) = −2E [X] + 2t = 0 =⇒ t = E [X] .

Let c = a+b
2 . Then

Var [X] = g(E [X]) ≤ g(c) = E

[(
X − a+ b

2

)2
]

= 1
4 E

[
((X − a) + (X − b))2

]
Seeing as X − a ≥ 0 and X − b ≤ 0,

((X − a) + (X − b))2 ≤ ((X − a)− (X − b))2 = (b− a)2.

Hence

Var [X] ≤ 1
4 E

[
(b− a)2] = (b− a)2

4 . J

I Lemma 12 (Hoeffding’s Lemma [5]). Let a, b ∈ R, a ≤ b, and let X be a real-valued random
variable such that P [a ≤ X ≤ b] = 1 and E [X] = 0. Then X is sub-Gaussian with variance

factor (b−a)2

4 . Namely, for all t ∈ R,

ψX(t) ≤ t2(b− a)2

8 .

Proof of Lemma 12. First, for fixed t ∈ R, we claim there exists a random variable U such
that for any integrable function f : R→ R,

E [f(U)] =
E
[
f(X)etX

]
E [etX ] . (5)
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6 Basic Concentration of Measure

This is called exponential change of measure.6 We can define U via its Radon-Nikodym
derivative with respect to X:

dPU
dPX

= etx

c
,

where PU and PX are the measures of U and X respectively, and c = E
[
etX
]
. Namely, U is

a random variable with probability measure PU such that for any event A,

PU (A) =
∫
A

dPU = 1
c

∫
A

etx dPX(x) =
E
[
1(X ∈ A)etX

]
E [etX ] .

PU is a valid measure function because it returns results in [0, 1], PU (∅) = 0, PU (R) = 1,
and it satisfies countable additivity. Furthermore, for any integrable function f : R→ R,

E [f(U)] =
∫
R
f(s) dPU (s) = 1

c

∫
R
f(s)ets dPX(s) =

E
[
f(X)etX

]
E [etX ] ,

as desired.
Second, we note that Eq. (5) implies:

(a) E [U ] = E[XetX ]
E[etX ] and E

[
U2] = E[X2etX ]

E[etX ] .

(b) U ∈ [a, b] with probability 1. This follows from,

P [a ≤ U ≤ b] = E [1(a ≤ U ≤ b)] =
E
[
1(a ≤ X ≤ b)etX

]
E [etX ] = 1,

where we used f(U) = 1(a ≤ U ≤ b).

Third, we calculate the derivatives of ψ(t) = ψX(t).

ψ′(t) = ∂

∂t
ln
(
E
[
etX
])

=
∂
∂tE

[
etX
]

E [etX ]
(?)=

E
[
∂
∂te

tX
]

E [etX ] =
E
[
XetX

]
E [etX ] ,

where (?) follows from Leibniz’s rule for differentiation under the integral sign. Similarly,

ψ′′(t) =
E
[
X2etX

]
E [etX ] −

E
[
XetX

]
E [etX ]

2

(formula for derivative of a fraction)

= E
[
U2]− (E [U ])2 (from (a))

= Var [U ] ≤ (b− a)2

4 . (from Claim 11)

Lastly, note that ψ(0) = ln 1 = 0 and ψ′(0) = E [X] = 0. By Taylor’s theorem, there
exists θ ∈ [0, t] such that

ψ(t) = ψ(0) + tψ′(0) + t2

2 ψ
′′(θ) ≤ t2(b− a)2

8 . J

6 This is also sometimes called an exponential tilting (or twisting) of X, or the Esscher transform of X.
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Proof of Theorem 10. First, we prove Eq. (2). It suffices to prove this for the case where
µ = 0, because if µ 6= 0 then we can use the result for variables Z ′i = Zi − µ (which do have
mean 0), and this implies the result for Zi. Denote Sm =

∑
i∈[m] Zi. Observe that

ψSm(t) = lnE
[
etSm

]
= lnE

[
et(Z1+···+Zm)

]
=

m∑
i=1

lnE
[
etZi

]
(Zi’s are i.i.d.)

≤
m∑
i=1

t2(b− a)2

8 (Lemma 12)

= mt2(b− a)2

8 =
t2
(
m(b−a)2

4

)
2 .

Hence Sm is sub-Gaussian with variance factor v = m(b−a)2

4 . By Claim 9,

P

 1
m

∑
i∈[m]

Zi > ε

 = P [Sm > mε] ≤ exp
(
−m

2ε2

2v

)
= exp

(
− 2mε2

(b− a)2

)
.

This concludes the proof of Eq. (2). The proof of Eq. (3) is similar. Finally, Eq. (4) follows
from Eq. (2) and (3) via a union bound. J

5 Bibliographic Notes

A very good exposition of the material covered in this unit appears in [2, Chapter 2], as well
as in [6, Chapter 1], and [4, Chapter 2].
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