
UC Berkeley, Spring 2021
CS 294-220

Posted: Feb 15
Due: March 1, 11PM PT

Problem Set 2

Instructions:
The topics for this problem set are:

Unit 2 – PAC Learning.
Unit 3 – Concentration of Measure.

For this problem set, you may only cite results that appeared in Units 2 and 3. Do
not cite any results from other units.
Before you start, make sure you are familiar with the course’s Homework Policy.

1. (a) Consider the class of intervals over the real line,

I =
{
f : R→ {0, 1}

∣∣∣ ∃a, b ∈ R : a ≤ b ∧ f(x) = 1(x ∈ [a, b])
}
.

Present an algorithm that PAC learns I with sample complexity O
(

log(1/δ)
ε

)
, and

prove that it does so correctly. You may assume that the unknown distribution D
over the domain R has a continuous CDF. [5 pts]

Hint: You may use a technique similar to what we saw in the proof of Lemma 13 in
Unit 4. However, do not cite any results from Unit 4.

(b) Let d ∈ N and consider the class of unions of d intervals over the real line,

Id =
{
f : R→ {0, 1}

∣∣∣ ∃a1, . . . , ad, b1, . . . , bd ∈ R : (∀i ∈ [d] : ai ≤ bi) ∧
f(x) = 1

(
x ∈ ∪i∈[d][ai, bi]

) } .
Present an algorithm that PAC learns Id with sample complexity O

(
d log(d/δ)

ε

)
, and

prove that it does so correctly. Do not assume that the CDF is continuous as in
part (a). [10 pts]

2. Let H be the class of circles in R2 centered at the origin,

H =
{
f : R2 → {0, 1}

∣∣∣ ∃r ∈ R ∀z ∈ R2 : f(z) = 1 (‖z‖2 ≤ r)
}
.

Prove that H is PAC learnable with sample complexity m(ε, δ) ≤
⌈

ln(1/δ)
ε

⌉
. [10 pts]

Hint: consider a ring R = {z ∈ R2 : r < ‖z‖2 < r∗} such that D(R) = ε, where r∗ is the
radius of the target function. Bound the probability that the sample S satisfies S∩R = ∅.
Also, keep in mind that such a ring might not exists.

3. Fix d ∈ N and consider boolean vectors of the form x = (x1, . . . , xd) ∈ {0, 1}d. A literal
of x is a boolean value xi ∈ {0, 1} or its negation xi = 1−xi where i ∈ [d]. A conjunction
of literals of x is a function f : {0, 1}d → {0, 1} such that f(x) = ∧ki=1`i, where 0 ≤ k ≤ d
and for all i ∈ [k], `i is a literal for x. Let C be the class of conjunctions,

C =
{
f : {0, 1}d → {0, 1}

∣∣∣ f(x) is a conjunction of literals of x
}

1

https://piazza.com/class_profile/get_resource/khs64r6r5yn154/kk6e9cb06u93b1


2 Problem Set 2

Present an algorithm that PAC learns C with sample complexity m = O
(
d+log(1/δ)

ε

)
and

time complexity O(md). [15 pts]

Hint: Start with the set of all possible literals, and proceed by elimination, using only
the examples with label 1.

4. Consider an alternative definition of PAC learning, in which there are two unknown
distributions D0 and D1 over the domain X . The loss of a hypothesis h : X → {0, 1} is
given by

LD0,D1(h) = max {Px∼D0 [h(x) 6= 0] ,Px∼D1 [h(x) 6= 1]}.

I Definition 1. We say that a class H of functions X → {0, 1} is two-distribution PAC
learnable if there exists a function m : (0, 1)2 → N and an algorithm A such that for
every ε, δ ∈ (0, 1), and every distributions D0,D1 over X , if there exists f ∈ H such that
LD0,D1(f) = 0 then

PS0∼(D0)m,S1∼(D1)m [LD0,D1(A(S0, S1, ε, δ)) > ε] < δ,

where m = m(ε, δ).

Let X be a set and let H be a class of functions X → {0, 1}.

(a) Prove that if H is PAC learnable (according to the standard single-distribution
definition) then it is two-distribution PAC learnable. [10 pts]

(b) Let h0 and h1 be constant functions that always output 0 or 1 respectively. Assume
that h0, h1 ∈ H. Prove that if H is two-distribution PAC learnable then it is PAC
learnable. [15 pts]

5. (a) Let X be a random variable with distribution N (0, 1). Prove that for any t > 0,

P [X ≥ t] ≤ 1√
2π

e−
t2
2

t
. [5 pts]

Hint: compute an integral using the PDF of the Gaussian distribution, using the fact
that X ≥ t.

(b) Let X be a random variable with distribution N (0, σ2). Prove that X is sub-Gaussian
with variance factor σ2. [5 pts]

Hint: complete the square – note that −x
2

2 + λx = − (x−λ)2

2 + λ2

2 and then use the
fact that∫ ∞

−∞
e−

z2/2dz =
√

2π.

(c) Let X be a sub-Gaussian random variable with variance factor v. Show that
Var [X] ≤ v. [5 pts]

Hint: Use Taylor’s theorem.

6. Consider the following theorem.

I Definition 2. Let p ∈ [0, 1]. A random variable X is Bernoulli with parameter p if
P [X = 1] = p and P [X = 0] = 1− p.
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I Theorem 3. Let X1, . . . , Xm be independent Bernoulli random variables with parame-
ters p1, . . . , pm respectively. Let S =

∑m
i=1 Xi and p = 1

m

∑m
i=1 pi. Then

∀ε ∈ [0, 1] : P [S −mp ≥ mpε] ≤ exp
(
−mpε

2

3

)
.

(a) Prove that ψS(λ) ≤ mp(eλ − 1). [10 pts]

Hint: Use the inequality ∀x ∈ R : 1 + x ≤ ex.

(b) Prove Theorem 3. You may use the following fact without proof:

∀t ∈ [0, 1] : t− (1 + t) ln(1 + t) ≤ − t
2

3 . [10 pts]
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