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Duan, Xi Chen, and Andrej Karpathy, as well as Katerina Fragkiadaki and Ruslan 
Salakhutdinov’s 10-703 course at CMU, who in turn borrowed much from Rich 
Sutton’s class and David Silver’s class on Reinforcement Learning.



Contents

● Introduction to RL
● Markov Decision Processes (MDPs)
● Solving known MDPs using value and policy iteration
● Solving unknown MDPs using function approximation and Q-learning



Reinforcement Learning

ALVINN, 1989 AlphaGo, 2016 DQN, 2015



Reinforcement Learning

Trajectory



Markov Decision Process (MDPs)

Trajectory



A state should summarize all past information and have the Markov 
property.

We should be able to throw away the history once state is known

- If some information is only partially observable: Partially 
Observable MDP (POMDP)

Markov assumption + Fully observable



We aim to maximize total discounted reward:

Return

Discount 
factor



Policy

Definition: A policy is a distribution over actions given states

- A policy fully defines the behavior of an agent
- The policy is stationary (time-independent)
- During learning, the agent changes its policy as a result 

of experience

Special case: deterministic policies



Learn the optimal policy to maximize return

Goal:

Return:



Reinforcement Learning vs Supervised Learning

● Sequential decision making
● Maximize cumulative reward
● Sparse rewards
● Environment maybe unknown

● One-step decision making
● Maximize immediate reward
● Dense supervision
● Environment always known

Reinforcement Learning Supervised Learning



Intersection between RL and supervised learning
Imitation learning!



Learn the optimal policy to maximize return

Goal:

Return:



- Definition: the state-value function              of an MDP is the expected return starting 
from state s, and following policy 

- Definition: the action-value function                  is the expected return starting from 
state s, taking action a, and then following policy 

State and action value functions

Captures long term reward

Captures long term reward



Relationships between state and action values

State value functions Action value functions



Obtaining the optimal policy
Optimal policy can be found by maximizing over Q*(s,a) 



Obtaining the optimal policy
Optimal policy can be found by maximizing over Q*(s,a) 

Optimal policy can also be found by maximizing over V*(s’) with one-step look ahead



Policy Iteration

2. Policy Improvement
Find the best action according to one-step look ahead

1. Policy evaluation
Iterate until convergence:



Value Iteration

Slides from Fragkiadaki



Value Iteration

Find the best action according to one-step look ahead

Slides from Fragkiadaki



Value Iteration

Find the best action according to one-step look ahead

Repeat until policy converges. Guaranteed to converge to optimal policy.

Slides from Fragkiadaki



Q-Value Iteration

Slides from Fragkiadaki



Deep Q-learning for Atari



Deep Q-learning for Atari

Slides from Fragkiadaki



RL and Language

Luketina et. al., IJCAI 
2019



Language-conditional RL

● Instruction following
● Rewards from instructions
● Language in the observation and action space



Language-conditional RL: Instruction following

● Navigation via instruction following

Chaplot et. al., AAAI 
2018
Misra et. al., EMNLP 
2017



Language-conditional RL: Instruction following

● Navigation via instruction following

Fusion
Alignment
Ground language
Recognize objects
Navigate to objects
Generalize to unseen objects

Chaplot et. al., AAAI 
2018
Misra et. al., EMNLP 
2017



Applications: Hard attention

[Xu et. al., ICML 2015]
[Chen et al., ICMI 2017]

Hard attention ‘gates’ (0/1) rather than soft attention (softmax between 0-1)
- Can be seen as discrete layers in between differentiable neural net layers

Sentiment 
analysis,
emotion 

recognition

Image captioning



Language-conditional RL: Instruction following

● Interaction with the environment

Chaplot et. al., AAAI 
2018



Language-conditional RL: Instruction following

● Gated attention via element-wise product

Chaplot et. al., AAAI 
2018

Fusion
Alignment
Ground language
Recognize objects



Language-conditional RL: Instruction following

● Policy learning

Chaplot et. al., AAAI 
2018



Language-conditional RL: Instruction following

Chaplot et. al., AAAI 
2018



Language-conditional RL: Instruction following

Grounding is important for 
generalization

blue armor, red pillar -> blue pillar

Chaplot et. al., AAAI 
2018



Language-conditional RL: Rewards from instructions

Montezuma’s revenge

Sparse, long-term reward problem
General solution: reward shaping via auxiliary rewards



Language-conditional RL: Rewards from instructions

Montezuma’s revenge

Sparse, long-term reward problem
General solution: reward shaping via auxiliary rewards

Encourages agent to 
explore its environment by 
maximizing curiosity.
How well can I predict my 
environment?
1. Less training data
2. Stochastic
3. Unknown dynamics
So I should explore more.

Pathak et. al., ICML 
2017
Burda et. al., ICLR 2019 



Language-conditional RL: Rewards from instructions

Montezuma’s revenge

Sparse, long-term reward problem
General solution: reward shaping via auxiliary rewards

Natural language for reward shaping

Goyal et. al., IJCAI 2019 

“Jump over the skull while going to the left”

from Amazon Mturk :-(
asked annotators to play the 
game and describe entities

Intermediate rewards to speed up learning



Language-conditional RL: Rewards from instructions

Montezuma’s revenge

Natural language for reward shaping

Goyal et. al., IJCAI 2019 

Encourages agent to take actions related to the instructions



Language-conditional RL: Rewards from instructions

Montezuma’s revenge

Natural language for reward shaping

Goyal et. al., IJCAI 2019 

Encourages agent to take actions related to the instructions



Language-conditional RL: Language in S and A

● Embodied QA: Navigation + QA

Das et. al., CVPR 
2018

Most methods similar to instruction following



Language-assisted RL

● Language for communicating domain knowledge
● Language for structuring policies



Language-assisted RL: Domain knowledge

● Properties of entities in the environment are annotated by language

Narasimhan et. al., JAIR 2018

from Amazon Mturk :-(
asked annotators to play 
the game and describe 
entities



Language-assisted RL: Domain knowledge

● Properties of entities in the environment are annotated by language

Narasimhan et. al., JAIR 2018

Fusion problem



Language-assisted RL: Domain knowledge

● Properties of entities in the environment are annotated by language

Narasimhan et. al., JAIR 2018

Fusion problem



Language-assisted RL: Domain knowledge

● Properties of entities in the environment are annotated by language

Narasimhan et. al., JAIR 2018

Grounded language learning
Helps to ground the meaning of text to the dynamics, transitions, and rewards

Language helps in multi-task learning and transfer learning

Fusion problem



Language-assisted RL: Domain knowledge

Branavan et. al., JAIR 2012

● Learning to read instruction manuals



Language-assisted RL: Domain knowledge

Branavan et. al., JAIR 2012

1. Choose relevant sentences
2. Label words into action-description, state-description, or background 

● Learning to read instruction manuals
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Branavan et. al., JAIR 2012

1. Choose relevant sentences
2. Label words into action-description, state-description, or background 

● Learning to read instruction manuals



Language-assisted RL: Domain knowledge
● Learning to read instruction manuals

Branavan et. al., JAIR 2012

A: action-description
S: state-description

Relevant sentences



Language-assisted RL: Domain knowledge
● Learning to read instruction manuals

Branavan et. al., JAIR 2012

Grounded language learning
Ground the meaning of text to the dynamics, transitions, and rewards

Language helps in learning



Language-assisted RL: Domain knowledge
● Learning to read instruction manuals

Branavan et. al., JAIR 2012

Language is most important at the start when you don’t have a good policy
Afterwards, the model relies on game features



Language for structuring policies

● Composing modules for Embodied QA

Das et. al., CoRL 2018



Language for structuring policies

● Composing modules for Embodied QA

Das et. al., CoRL 2018



Summary of applications
Stochastic 

optimization
Text generation

LM

disc reward

sentences

Discrete layersGeneral reward 
functions



Summary of applications
Instruction following

“Jump over the skull 
while going to the 
left”

Language for rewards

Language as domain 
knowledge

Language to structure 
policies


	Slide 1
	Used Materials
	Contents
	Reinforcement Learning
	Reinforcement Learning
	Markov Decision Process (MDPs)
	Markov assumption + Fully observable
	Return
	Policy
	Learn the optimal policy to maximize return
	Supervised Learning
	Intersection between RL and supervised learning
	Learn the optimal policy to maximize return
	State and action value functions
	Relationships between state and action values
	Obtaining the optimal policy
	Obtaining the optimal policy
	Policy Iteration_clipboard0
	Value Iteration
	Value Iteration
	Value Iteration
	Q-Value Iteration
	Deep Q-learning for Atari
	Deep Q-learning for Atari
	RL and Language
	Language-conditional RL
	Language-conditional RL: Instruction following
	Language-conditional RL: Instruction following
	Applications: Hard attention_clipboard0
	Language-conditional RL: Instruction following
	Language-conditional RL: Instruction following
	Language-conditional RL: Instruction following
	Language-conditional RL: Instruction following
	Language-conditional RL: Instruction following
	Language-conditional RL: Rewards from instructions
	Language-conditional RL: Rewards from instructions
	Language-conditional RL: Rewards from instructions
	Language-conditional RL: Rewards from instructions
	Language-conditional RL: Rewards from instructions
	Language-conditional RL: Language in S and A
	Language-assisted RL
	Language-assisted RL: Domain knowledge
	Language-assisted RL: Domain knowledge
	Language-assisted RL: Domain knowledge
	Language-assisted RL: Domain knowledge
	Language-assisted RL: Domain knowledge
	Language-assisted RL: Domain knowledge
	Language-assisted RL: Domain knowledge
	Language-assisted RL: Domain knowledge
	Language-assisted RL: Domain knowledge
	Language-assisted RL: Domain knowledge
	Language-assisted RL: Domain knowledge
	Language-assisted RL: Domain knowledge
	Language for structuring policies
	Language for structuring policies
	Summary of applications_clipboard0
	Summary of applications

