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Self-supervised
Contrastive Learning



Self-supervised learning

A form of unsupervised learning where the data provides the supervision
" Predominant in NLP, but not so much in CV

" Until recently...

Self-supervised

\l\lurd?-“lec Gloy,e

ko
&
&ry;, BERT 15

NLP Computer Vision

Language Technologies Institute 3




Contrastive Learning for Self-Supervised Learning

" Three elements: an anchor point,
positive samples, negative

Anchor
- samples
v
-4
!J.l " Construct an embedding space,
c;,’; where the positive samples are
AT close to the anchor point, and the

'\

negative samples are away from
the anchor point

Self Supervised Contrastive

" Recently achieving very strong
results
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Contrastive Learning for Self-Supervised Learning

" Components (SIMCLR [Chen et
al. ICML 2020]):

" Stochastic Data Augmentation

" Encoder (CNN and MLP)

" A contrastive loss, INfoNCE
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" Model learns to distinguish
positive from negative pairs
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BYOL (Bootstrap your own latent) [Grill et al. NeurlPS 2020]

view representation projection prediction
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" Stochastic data augmentation

" Encoder: two parallel networks: online and target

" Target network is more consistent than the online network (target network uses momentum update)
" An extra prediction network in the online network to create asymmetry and avoid collapsing

" MSE loss between the presentations from the online network and the target network
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BYOL (Bootstrap your own latent) [Grill et al. NeurlPS 2020]
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" Significance: good contrastive learning methods used to need a large batch size (4096
Images in Google TPU) or a large dictionary (65536 images) to store negative samples

" Why it works: debatable research question (as collapsing is very easy):
" Asymmetric structure so that the slowly updated target network is different from the online network

" Other theories: batch normalization stop gradient, and more
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Visual Counting



Visual Counting: Explicit Counting Module vs. Implicit Counting

" Explicit Counting Module: high interpretability, whereas limited scalability

How many Candidate
bject
people are B
wearing blue Selected
shorts? objects

[ Update scores }—| [ Update scures}—| Answer =2

Figure 1: IRLC takes as input a counting question and image. Detected objects are added to the
returned count through a sequential decision process. The above example illustrates actual model
behavior after training.

Alexander Trott, Caiming Xiong, and Richard Socher. Interpretable
counting for visual question answering. In ICLR, 2018.
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Visual Counting: Explicit Counting Module vs. Implicit Counting

" Implicit Counting Module: high scalability and efficiency, but reduced interpretability

Question 1: [counting] - Question 1: [counting] o
how many rhinos are thera? - t ___‘—-——-____‘ how many rhinos are thera? =
explicit symbolic counter iy
[previous work] | | ¥
0 o 0 i |
0 0 0 [ ! implicit
1 halistic
o o 1 2 : i_' counter > 2
. 7 1 | I [this wark]
0 0 0 I I
step O step 1 step 2 convolutional feature map
Image
................................................. transfer? e o o] transfer?
Question 2: [spatial reasoning] : Question 2: [spatial reasoning] "
; ” g ! ; . p p ! eating
what is the animal in the front doing? what is the animal in the front doing?

Figure 1: We study visual counting. Different from previous works that perform explicit, symbolic
counting (left), we propose an implicit, holistic counter, MoVie, that directly modulates convolutions
(right) and can outperform state-of-the-art methods on multiple benchmarks. Its simple design also
allows potential generalization beyond counting to other visual reasoning tasks (bottom).

Nguyen, D. K., Goswami, V., & Chen, X. (2020, September). MoVie: Revisiting Modulated Convolutions
for Visual Counting and Beyond. In International Conference on Learning Representations.
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MoVie: Modulated Convolution for Visual counting

" Modulated convolution to fuse query and image locally, not globally
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MoVie as a Counting Module for VQA

Results: Outperform state-of-the-arts on three major benchmarks in visual counting, namely
HowMany-QA, Tally-QA and COCO.
Error cases:

1) Fail to recognize objects(Image modality)

2) Query is more complicated

Method Backbone #params | FLOPs HowMany-QA |TallyQA-Simple | TallyQA-Complex . d

™) (G |ACC*t RMSE | |ACC 1 RMSE | |ACC+ RMSE | mm laymgdown
MUTAN (2017) R-152 | 602 - | 455 293 | 565 151 | 491  1.59 :
Count module (2018)| R-101 | 44.6 - | 547 259 | 705 115 | 509  1.58
IRLC (2018) R-101 | 446 - | 561 245 - - - - -
TallyQA (2019) R-101+152| 104.8 [1883.5| 60.3 235 | 71.8 1.13 | 562 143 ' ﬂ
TallyQA (FG-Only) | R-101 | 44.6 [17909| - - 69.4 1.18 | 51.8 150 - Bt o hea e prm
MoVie R-50 256 [176.1| 612 236 | 708 1.09 | 54.1 1.52 . o L | au THEL
Mo Vie X-101 88.8 | 7063 | 640 230 | 749 100 | 568 143 |

> i
;i
»
i

pillows e gray - seals bench
Pred: 2, Ans: 0 Pred: 0, Ans: |

Table 2: Open-ended counting on Howmany-QA and TallyQA test set. MoVie outperforms prior
arts with lower parameter counts and FLOPs. X: ResNeXt Xie et al. (2017).

Nguyen, D. K., Goswami, V., & Chen, X. (2020, September). MoVie: Revisiting Modulated Convolutions for Visual
Counting and Beyond. In International Conference on Learning Representations.
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Robusthess of
Multimodal models



Robustness of Multimodal models against single modality failure

" If one of the modalities (e.g., RGB) receives a worst-case or adversarial perturbation, does the model
fail to detect the truck in the scene?

" Does the model make a robust prediction using the remaining k — 1 unperturbed modalities (e.qg., LI-
DAR, audio, etc.)?

ADVERSARIAL k INPUT MULTIMODAL
(a) PERTURBATION MODALITIES MODEL
PREDICTION
TRUCK SCENE
-i‘ - A

* SKY! (VULNERABLE)
* TRUCK! (ROBUST)

Yang, K., Lin, W. Y., Barman, M., Condessa, F., & Kolter, Z. (2021). Defending Multimodal
Fusion Models Against Single-Source Adversaries. CVPR.
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Robustness of Multimodal models against single modality failure

Standard multimodal fusion practices are not sufficiently robust against worst-case perturbations on a

single modality.

E.g. Action recognition on EPIC-Kitchens.

Language Technologies Institute

\
Feslon Clean Visual Motion Audio \
Perturbation Perturbation Perturbation
Yerh MNoun Action Verb Moun Action Verb MNoun Action Yerh MNoun Action
Oracle (Upper Bound) - - - 55.8 31.4 21.9 50.0 37.2 238 53.9 39.2 25.6
Conecat Fusion 50.0 42.1 30.2 0.1 0.0 0.0 0.2 0.0 0.0 0.1 0.0 0.0
Mean Fusion 56.8 40.4 .6 0.3 0.8 0.0 0.3 0.3 0.0 0.4 0.3 0.0
\ 4
Or Sentiment Analysis on CMU-MOQOSI.
Fusion Clean Audio Video Text \
Perturbation Perturbation Perturbation
2-class T-class 2-class T-class 2-class T-class 2-class T-class
Oracle (Upper Bound) - - T8.64 49.10 7336 47.84 69.82 40.28
Concat Fusion T9.82 49,69 56.92 21.38 51.23 19.75 39.50 9.97
Mean Fusion 78.09 46.14 52.63 20,75 4937 17.02 35.50 B.28
" —/




Odd-one-out Network

" (Odd-one-out learning is a self-supervised task that aims to identify the inconsistent modality from a set
consistent elements.

K INPUT MODALITIES ADVERSARIAL PERTURBATION (b) ,e=cmeeeeceemcensn. oo 0) yemmmmmm e
“ ODD-ONE-OUT NETWORK % /’
!
I Lfe | FEATURES p | .1- .
| o oamr | | s . L I_k [- The probability that modality
l l I MODALITY PREDICTION : : i has been perturbed.
I
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FEATURE e | FEATURE bomimimim : : l‘| l - : ' oo
G100 A e ' ; L
| . . " | AU The probability that none of
B oooone.our | s il p y
+ frobust I VO ' Mo the modalities are perturbed.
ROBUST FUSION 8 I 1
LAYER 'l N/A 001 : |
SUBNETWORK | DOWNSTREAM ~ - '
h LAYERS \\\ == /\
ouTPUT
Y
k
— — 5 (x,y)~D [log O(z)k-l‘l x Z log O(z:'-' z—i)i]?
zizgi(fsi) i=1
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Robust Feature Fusion Layer

* Robust Fusion Layer aims to maximize the weight for the consistent modalities excluding the
perturbed modality, by using the output from the odd-one-out layer.

kINPUT ADVERSARIALPERTURBATION = (h) e e e e e e e e e e = « () crcccmccccccccnccaccccacao=- . . ]
e (b) -~ “opp-one-ouT NETWoRK -~ (©) & ROBUST FEATURE FUSION LAYER . : a fusion of features
T T FEATURES : 3 from all the modalities
FEATURE CHANNELS INCONSISTENT* FEATURES k t .
I l MODALITY PREDICTION I L except for 1.
FEATURE FEATURE FEATURE =+ =+ =« =« =« | /
EXTRACTOR EXTRACTOR =+ = « = + EXTRACTOR |+ =+ =+ =+ “ .
ql - (}_) ..... - (‘H‘ ______ ) 1

fuses features from all
the modalities.
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Performance and Future Direction

* The model demonstrated significant robustness improvement against single modality failure,

without affecting its performance on clean data.

* E.g. Action recognition on EPIC-Kitchens

Fusion Clean Visual Motion Audio
Perturbation Perturbation Perturbation
Yerb Noun Action Verb Noun Action Verb Noun Action Verh Noun Action

Oracle {Upper Bound) - - 558 314 21.9 50.0 37.2 238 539 39.2 25.6
Concat Fusion 59.0 42.1 30.2 0.1 0.0 0.0 0.2 0.0 0.0 0.1 0.0 0.0
Mean Fusion 56.8 40.4 27.6 0.3 0.8 0.0 0.3 0.3 0.0 0.4 0.3 0.0
LEL+Robust [17] 6l.2 431 30.5 223 11.6 6.6 25.4 24.6 12.0 204 17.7 8.0
Gating+Robust [1£ 1] R0 430 TS G 10.9 67 315 0 6 0 143 13 T 70
QOurs 61.5 425 314 48.0 242 16.8 48.5 356 221 46.5 333 221
A-Clean 25 03 1.2 47.7 234 16.8 48.2 353 22.1 46.1 130 22.1
2-Robust 0.3 (.6 0.5 22,0 13.3 10.2 12.6 8.7 7.5 252 15.6 14.1

™) Future Directions:

1) approaches for defending attacks on multiple modalities as once

2) physically-realisable attacks, etc.
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Intermediate
Fusion
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MMTM: Multimodal Transfer Module for CNN Fusion

m Late fusion is still the predominant method utilized for multimodal learning.

Modal #1 Modal #2 Modal #1 Modal #2

Modal #1 Modal #2
L »pe—! | |
] | ™" Net #1 l Net #1 il l
‘ m I:.:I
| ] ]
T | v
Tl L/‘\:
>4
\i i "17/

(a) (b) (c)

Figure 1. (a) early fusion (b) late fusion (c) intermediate fusion
with Multimodal Transfer Module (MMTM). MMTM operates
between CNN streams and uses information from different modal-
ities to recalibrate channel-wise features in each modality.

Joze, Hamid Reza Vaezi, et al. "MMTM: Multimodal transfer module for CNN fusion." CVPR 2020.
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MMTM: Multimodal Transfer Module for CNN Fusion

B Intermediate fusion exists in neuroscience.

Left Hemisphere Right Hemisphere

-] Multisensory
[ 1 vision Only [ 1 Touch Only

Emiliano Macaluso. Multisensory processing in sensory specific cortical areas. The
a¥a’ a' -- 1 .. a'
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MMTM: Multimodal Transfer Module for CNN Fusion

Joze, Hamid Reza Vaezi, et al. "MMTM: Multimodal transfer module for CNN fusion." CVPR 2020.
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MMTM: Multimodal Transfer Module for CNN Fusion

m Applying intermediate fusion in Audio visual Speech enhancement

Enhanced speech frames Reconstructed mouth images

Mixed Waveform Enhanced Waveform

Lip Frames

! : oty |t
! | Magnitude
1 [ Mixed Magnitude Enhanced Magnitude
| |
I |
! Fusion | Visual Stream i geiy TR Hie
L _ Mergedlayer (000 000 | Network | y ™ = simation
L Spatio-Temporal
g I 3D Conv ! ‘
: I Lol A Wi B A
! I ResNet-18
| | : Encoder Dlecoder o |
| I ResBlock J&= Upsample / Conv2D
! i :j
! S X I bl Upsample/ConvZD |
: | . | | ResBlock i )
I Conval Audio | yuksugl Conv,1 : ﬁ»l UPSampIeIConvzn |
| ! NN s | ResBlock 2 IConvzn |
z s | } MMTM
Noisy speech frames Cropped mouth images ]
SOTA model with late
Hou et al. Audio-Visual fuagcimEmhancement Using Multimodal Deep Convolutional MMTM inte rmed|ate

Neural Networks. 2017.
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MMTM: Multimodal Transfer Module for CNN Fusion

m  Applying intermediate fusion in Human Action Recognition

13D Network HCN Network

; k ] w Method Input Modalities ~ Accuracy

: ]. Unimoda { HCN [53] | Pose 85.24

4 | Infalated Resnet-50 [76] RGB 83.91

3 Late = Two Stream [ 4] RGB+Pose 88.60
= T . fusion GMU [23] RGB+Pose 85.80

- ﬁ Intermedia CentralNet [ 1£] RGB+Pose 89.36

| LM te MEAS [17] RGB+Pose 90.04

I:I:I :% fusion Ours RGB+Pose 90.11

. Table 5. Comparison of state-of-the-art multimodal fusion algo-
i ;\ S { .l rithms on the NTU-RGBD dataset [55]. All methods use HCN

e it s m and Infalated Resnet-50 backbone unimodal architectures.

RGB video 3D Pose

Joze, Hamid Reza Vaezi, et al. "MMTM: Multimodal transfer module for CNN fusion." CVPR 2020.
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Deep Multimodal Fusion by Channel Exchanging

m Another idea of intermediate fusion using channel exchanging

Channel

Sparsity constraints

- hannel - T
Modality 1 " e C SN He RE R
: N | | [ | I L Width e !
________________________________________________________________ E:>""""" Channel exchanging |_| -_
Sparsity constraints N k
A N . i §
Modality 2 D —r—y— 1‘ N | |\\| ; ; ; ;
Scaling factors of BN Feature maps after BN

Wang, Yikai, et al. "Deep multimodal fusion by channel exchanging." NIPS 2020.
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Deep Multimodal Fusion by Channel Exchanging

m  Weak response channel in one modality get replaced by mean response in another modality
within its group.

Yrgb = 0, Ydepth>0 Yrgb > 0, Ydepth= 0 Yrgb >0, Ydepth> 0
=
I
ve?) -
. A
RGB “ -—
+ N ‘
0.02 0.04
Depth

0.0025 0.0075

Wang, Yikai, et al. "Deep multimodal fusion by channel exchanging." NIPS 2020.
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Deep Multimodal Fusion by Channel Exchanging

Show performance improvement on semantic segmentation task.

Table 3: Comparison with SOTA methods on semantic segmentation.

_ e _ NYUDv2 _ SUN RGB-D
Modality  Approach Netwotk Pixel Acc. Mean Acc. Mean IoU | Pixel Acc. Mean Acc. Mean IoU
(%) (%) (%) (%) (%) (%)
FCN-32s [34] VGGl16 60.0 422 29.2 68.4 41.1 29.0
RGB RefineNet [32] ResNet101 73.8 58.8 46.4 80.8 57.3 46.3
RefineNet [32] ResNet152 74.4 59.6 47.6 81.1 57.7 47.0
FuseNet [19] VGGI16 68.1 504 37.9 76.3 48.3 373
ACNet [22] ResNet50 - - 48.3 - - 48.1
SSMA [45] ResNet50 75.2 60.5 48.7 81.0 58.1 45.7
SSMA [45] ResNet101 75.8 62.3 49.6 81.6 60.4 47.9
CBN [46] T ResNet101 75.5 61.2 48.9 81.5 59.8 47.4
3DGNN [37] ResNet101 - - - - 57.0 45.9
RGB-D SCN [31] ResNet152 - - 49.6 - - 50.7
CFN [30] ResNet152 - - 47.7 - - 48.1
RDFNet [29] ResNet101 75.6 62.2 491 80.9 59.6 47.2
RDFNet [29] ResNet152 76.0 62.8 50.1 81.5 60.1 47.7
Ours-RefineNet (single-scale) ResNetl101 76.2 62.8 51.1 82.0 60.9 49.6
Ours-RefineNet ResNet101 772 63.7 51.7 82.8 61.9 50.2
Ours-RefineNet ResNet152 77.4 64.8 52:2 83.2 62.5 50.8
Ours-PSPNet ResNet152 q9.7 65.0 52.5 83.5 63.2 51.1

T indicates our implemented results. Wang, Yikai, et al. "Deep multimodal fusion by channel exchanging." NIPS 2020.
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Deep Multimodal Fusion by Channel Exchanging

m  Show performance improvement on multimodal image translation task.

Table 4: Comparison on image-to-image translation. Evaluation metrics are FID/KID (x1072).
Lower values indicate better performance.

Modality | Ours | Baseline Early Middle Late All-layer
Concat 87.46/3.64 95.16/4.67 122.47 / 6.56 78.82./ 3.13
Shade+Texture 62.63 / 1.65 Average 93.72/4.22 93.91/4.27 126.74 /7.10 80.64 /3.24
—RGB i i Align 99.68 / 4.93 95.52/4.75 98.33/4.70 92.30/4.20
Self-att. 83.60/3.38 90.79 7/ 3.92 105.62/5.42 73.87/2.46
Concat H5.17 1515 10029 /1 3.37 116.51/5.74 99.08 / 4.28
Depth+Normal 84.33 / 2.70 Average 109.25/5.50 104.9574.98 122.42/6.76 99.63/4.41
—RGB A : Align 1116515.55 108.92/5.26 105.85/4.98 105.03 /4.91
Self-att. 100.70 / 4.47 08.63/4.35 108.02 /5.09 96.73 /3.95

i Language Technologies Institute

Wang, Yikai, et al. "Deep multimodal fusion by channel exchanging." NIPS 2020.




Deep Multimodal Fusion by Channel Exchanging

m The idea of channel exchanging also exists in another work in 2020, showing similar
performance on segmentation task.

Method Data modality Backbone | Pixel acc. Mean acc. IoU | #Params.

M Od a | |ty 1 RefineNet [21] RGB ResNet101 73.8 58.8 464 | 118.10M

RefineNet [21] RGB ResNet152 74.4 59.6 47.6 | 133.74aM
feature CFN [19] RGB-D  ResNetl52 - - 477 -
SCN [20] RGB-D ResNet152 - - 49.6 -

RDFNet [17] RGB-D ResNet101 75.6 62.2 49.1 | 366.71M

RDFNet [17] RGB-D ResNet152 76.0 62.8 50.1 | 398.00M

RefineNet § RGB ResNet101 73.8 59.0 46.5 | 118.10M

RefineNet Depth ResNet101 64.0 45.6 343 | 118.10M

. AsymFusion RGB-D ResNet101 76.6 63.5 50.8 | 118.20M

Modal Ity 2 AsymFusion RGB-D ResNet152 | 77.0 64.0 512 | 133.89M

feature

T indicates our re-implemented results

Wang, Yikali, et al. "Learning Deep Multimodal Feature Representation with Asymmetric Multi-layer Fusion.” Proceedings of the 28th ACM International Conference on Multimedia. 2020.

Language Technologies Institute 29




Multimodal Model
Architectures



Motivation/Overview

" Unified Backbone
" Can we come up with a unified model backbone for different inputs?

| Audio Point Cloud
1D conv. Low-res. grid

Language Vision
Transformer 2D conv.

" Modality Fusion
" How to design a proper fusion mechanism under such unified backbone model?
" Early? Late? Something else?
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Unified Backbone
" Transformer architecture is widely used in NLP tasks

" However, the space/time complexity is quadratic
"  QKV attention:
" , Is for animage

" Do we really need such a large ?
" No. There is redundant information in an image for example

Deepmind, Perceiver: General Perception with Iterative Attention, ICML 2021
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Dimension Reduction

" Change to, where

Byte array Latent array
" Latent array is randomly initialized (M x C) (N x D)
" It serves as a bottleneck attention -

layer
" C and D are just #channels

" However, the model becomes less
expressive. What should we do?

Cross
Attention

—(=
=
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Iterative Attention

i

- . EERGEEEEEEEEEEE TR GO EEEEE .
=~ ~ c o - 2
=
©c O @) % = @) s = @ )

» O C > B 8 i | » O C 5 = 8 el e i —— = bo
- = = W © 0 = O c @ o O
O < O & i = Q& s = == 1
= < ® < ® <
@® _.l:'_. ! .l:l > i
= LJI 1\1 - Lh ]lJ &

(MxC)
[ T
5
5
[ T
=
=

Byte array

"  Similar to an unrolled RNN with the transformer architecture
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Modailty Fusion

" We have one backbone that can be applied to each modality separately
" Input is still unimodal in each task

perceiver perceiver perceiver perceiver

” language

. vm.;" ‘ |
X I\
A ,‘
\\ Y

= What if our input data is multimodal?

New Fusion Model

I

language + vision + audio
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Modality Fusion

" Apply the same bottleneck concept, but this time it's cross-modal
" Pink and green are transformers

Layer

| 00 OO

Late Fusion Mid Fusion Bottleneck Fusion Bottleneck Mid Fusion

Google Research, Attention Bottlenecks for Multimodal Fusion, NIPS 2021

Language Technologies Institute 36




Modality Fusion

" Insert bottleneck FSN tokens between modalities
" All cross-modal attention is retricted to flow via FSNs
" FSNs are updated twice, first with visual, and then with audio information

avg logits

| classifier | ! | classifier |
E Multimodal Bottleneck Transformer 5

Multimodal Video

Multimodal
Bottlenecks

RGB frame patches Audio spectrogram patches

!
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Practical Impact

" # of FSN=4 (FSNg., In the prev. slide) in the experiments
" =>only the last 12-x layers are equipped with FSNs
" Mid-Late fusion works the best

" FSN computational cost is almost constant
" upadated separately with two modalities and B is only 4

Attention Bottlenecks -A=Vanilla Cross-Attention

2004 *~<
42_ ’* ""Lh
#’ N\ h‘\.
< 4~ * | 31504 t' B
£ 40 // o e
’ O Ao
38 - 100 ol
| | | | | | 1 | | | | | | |
0 2 4 6 8 10 12 0 2 4 6 8 10 12
Fusion Layer L¢ Fusion Layer L¢
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Missing Modality



Motivation

" Usually we have complete modality data (left)

" What if data from a modality is severly missing (90%) during both training
AND testing time (right)

" (Can we generate pseudo data for those missing instances?

Train Test Train Test

SEER oHEE QR odng

el bl e o e e 4 o

Ma et al, SMIL: Multimodal Learning with Severely Missing Modality, AAAI 2021

Language Technologies Institute 40



Codebook Learning

" Suppose some portion of the data is complete , and the remaining portion is
missing
" We want to learn a codebook from by K-means or PCA
" 4 vectors in the codebook for example:

M4
Ml M2 . '

+ Language Technologies Institute




Prior Learning

" We collect all the s and model them using a gaussian random variable
" Modeling the prior , mean field approximation

Codebook vectors

NANAWAN

+ Language Technologies Institute



Variational Inference

" We can use CVAE to model the missing data
" Is the observed variable and is the conditional

" Sample to optimize the ELBO
learned codebook prior

Lo = Eq(z|X;9,1lJ) [108;19 Y|Xa Z; 9)]— /
inference network KL [Q(Z|X, QP) ||p(Z|X)]

recognition network
" The original paper also uses a meta learning framework to stabalize the
training process
" Optimize the inference network more frequently

Language Technologies Institute 43




Full Generative Story

" For complete data, we perform MLE training
" For missing data, we perform variational inference to infer pseudo data
" , then use it to weighted-sum codebook vectors as

o g Image g, | Image
! Encoder 1 4% =& - Encoder
‘ ¥ "-.1;:; X =
(b g,(w.li.E_":}El' ¢T
SP R!lN‘L.JEE!J &1 \ i i 1Y
FC Layer ‘\l FC Layer
L Activation r ,:' Activation
¢C\W ' | | p 4 (bc‘\w ) | | y
Sa
2 Text

Image
- Encoder

Bk

¢Jr

"1 FC Layer
’";

s

Activation

} : potnik shows ||
1 1 as|nd Tom begrul Text 1
1 1 e - - 1
X ] 1 e activated hi 1
Tom has rac Encoder T T sch of ® e Encoder Ti
face to face I 1 re et g3t can rack 1
, but they es ,’ ’l’ cjncif.~ Jes tons of £ ';
h Francisco & RN 4 7 o [ - at and a ar ,
4 4 &) E
to it, dumpif ¢ 4 ¢ & ure look unti
P The i g
mh: £ dlng i & at Sonic was
£ and 1)

(a) Training with severely missing modality (b) Testing with single modality (c) Testing with full modality
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