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Administrative Stuff
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Midterm Project Report (Due Monday 10/31 at 8pm)

Main goals:
1. Experiment with state-of-the-art approaches

§ Run on your own dataset state-of-the-art models
§ Teams of 3 or 4 students: 2 state-of-the-art models
§ Teams of 5 or 6 students: 3 state-of-the-art models

2. Perform a detailed error analysis
§ Visualize the errors made by the state-of-the-art models
§ Discuss how you could address these issues

3. Update your research ideas
§ You should have N-1 research ideas (N=number of teammates)
§ Your ideas should center around multimodal challenges

§ At most 1 idea can be unimodal in nature
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Midterm Project Report (Due Monday 10/31 at 8pm)

Some suggestions:
§ You do not need to re-implement state-of-the-art models

§ But you need to rerun them yourself on your own data
§ You may want to fine-tune your baseline models on your data
§ If your dataset is too large:

§ You can use a subset of your data. 
§ But be consistent between experiments

§ The most important part is the discussion
§ How is your error analysis affecting your proposed research ideas?
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Midterm Project Presentations (Tuesday 11/1 and Thursday 11/3)

See important piazza post:
1. Presenting teams
2. Feedback forms
3. Online students
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Midterm Project Presentations (Tuesday 11/1 and Thursday 11/3)

Main objective: 
§ Present your research ideas and get feedback from classmates

Presentation length:
§ Teams with 3 students: 4 minutes 
§ Teams with 4 students: 5 minutes
§ Teams with 5 students: 6 minutes
§ Teams with 6 students: 7 minutes

§ Following each presentation, audience will be asked to share feedback
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Midterm Project Presentations (Tuesday 11/1 and Thursday 11/3)

§ Administrative guidelines
§ All presentations will be done from the same laptop

§ Google Drive directory will be shared to host your presentation
§ Preferred option: Google Slides
§ Second option: Microsoft Powerpoint

§ Be sure to be on time! We have many presentations each day J
§ All presentations are in person (no remote presentations)
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Midterm Project Presentations (Tuesday 11/1 and Thursday 11/3)

§ Some suggestions:
§ Do not present your results from state-of-the-art baseline models

§ Only exception: if the result directly justifies one of your research ideas
§ The focus of your presentation should be about your research ideas

§ Plan about 1 minute for each research idea
§ Present the ideas at the high-level, so that audience understands it

§ Only 1 minute (or less) for the intro (dataset, task)
§ All teammates should be included in the presentation
§ Be as visual as possible in your slides
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Midterm Project Presentations (Tuesday 11/1 and Thursday 11/3)

§ Grading guidelines for presentations (4 points)
§ Quality of the slides (incl. images, videos and clear explanations)
§ Good motivation and explanation of the problem
§ Future research ideas (describe their future research directions)
§ Presentations skills (incl. explanations, voice and body posture)

§ Grade will also be given for audience feedback (1 point)
§ You should plan to give feedback for at least 6 teams
§ Try to be constructive in your feedback
§ Sharing pointer to relevant papers is quite helpful
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Generation

Definition: Learning a generative process to produce raw modalities that 
reflects cross-modal interactions, structure, and coherence.

Big dog
on the 
beach

Big dog
on the 
beach

‘woof’
‘crash?’(video)

Big dog
on the 
beach

Reduction ExpansionMaintenance

>
Information:

(content) = <
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Dimension 1: Information Content

How modality interconnections change across multimodal inputs and generated outputs.

Statistical Semantic

Association

e.g., correlation, co-
occurrence

Dependency

e.g., causal, temporal

Correspondence

e.g., grounding

Relationship

= laptop used for

e.g., function

1 Modality connections

Modalities are often related and 
share commonality

Modality A

Modality B
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Dimension 1: Information Content

How modality interconnections change across multimodal inputs and generated outputs.

Reduction

>
Information:

(content)
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Sub-challenge 4a: Summarization

Definition: Summarizing multimodal data to reduce information content 
while highlighting the most salient parts of the input.

[Palaskar et al., Multimodal Abstractive Summarization for How2 Videos. ACL 2019]

How2 video dataset

Complementary 
cross-modal 
interactions

(not present in text)Cuban breakfast
Free cooking video
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Dimension 1: Information Content

How modality interconnections change across multimodal inputs and generated outputs.

Reduction Maintenance

>
Information:

(content) =
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Sub-challenge 4b: Translation

[Ramesh et al., Zero-Shot Text-to-Image Generation. ICML 2021]

An armchair in the shape of an avocado

Definition: Translating from one modality to another and keeping information content 
while being consistent with cross-modal interactions.
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Dimension 1: Information Content

How modality interconnections change across multimodal inputs and generated outputs.

Reduction ExpansionMaintenance

>
Information:

(content) = <
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Sub-challenge 4c: Creation

Definition: Simultaneously generating multiple modalities to increase information 
content while maintaining coherence within and across modalities.

Big dog on the beach. Waves crashing, people playing volleyball, …

‘woof’

Open
challenges

‘crash’ ‘bounce’ ‘whoosh’

Cross-modal interactions

Cross-modal interactions

Temporal + causal + logical structure

Recall 
representation & 

alignment!

Recall
reasoning!

Many
goals!
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Dimension 2: Generative Process

Generation

Exemplar

Generative

Content

ExemplarA GenerativeB

Generative process to respect modality heterogeneity and decode multimodal data.

Reduction ExpansionMaintenance
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Summary: Generation

Definition: Learning a generative process to produce raw modalities that 
reflects cross-modal interactions, structure, and coherence.

Big dog
on the 
beach

Big dog
on the 
beach

‘woof’
‘crash?’(video)

Big dog
on the 
beach

Reduction ExpansionMaintenance

>
Information:

(content) = <
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Model Evaluation & Ethical Concerns Open
challenges

Open challenges:
- Modalities beyond text + images or video
- Translation beyond descriptive text and images (beyond corresponding cross-modal interactions)
- Creation: fully multimodal generation, with cross-modal coherence + within modality consistency
- Model evaluation: human and automatic
- Ethical concerns of generative models

[Sheng et al., The Woman Worked as a Babysitter: On Biases in Language Generation. EMNLP 2019]
[Carlini et al., Extracting Training Data from Large Language Models. USENIX 2021]
[Menon et al., PULSE: Self-Supervised Photo Upsampling via Latent Space Exploration of Generative Models. CVPR 2020]
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Learn to model p(x) where x = text, images, videos, multimodal data
- Given x, evaluate p(x) - realistic data should have high p(x) and vice versa
- Sample new x according to p(x) - sample realistic looking images
- Unsupervised representation learning - we should be able to learn what these images have in 

common, e.g., ears, tail, etc. (features)

Generative Models
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- Only shaded variables x are observed in the data, want to learn latent variables z.
- Put a prior on z 

- Hope that after training, z will correspond to meaningful latent factors of variation.
- Even though p(x|z) is simple, marginal p(x) can be very expressive.
- Given a new image x, features can be extracted via p(z|x) for representation learning.

Latent Variable Models
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Learning parameters of VAEs

- Learning parameters of VAE: we have a joint distribution 𝑝(𝐗, 𝐙; 𝜃)
- We have a dataset D where for each datapoint the x variables are observed (e.g. images, text) 

and the variables z are not observed (latent variables)
- We can try maximum likelihood estimation:

intractable :-(
- if z binary with 30 dimensions, need 
sum 2^30 terms
- if z continuous, integral is hard

Need cheaper approximations to 
optimize for VAE parameters
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KL Divergence

- The KL divergence for variational inference is:

- Intuitively, there are three cases
a. If q is low then we don’t care (because of the expectation).
b. If q is high and p is high then we are happy.
c. If q is high and p is low then we pay a price.

- Note that p must be > 0 wherever q > 0
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- Starting from the KL divergence:

- Re-derive ELBO from KL divergence:

- Equality holds if q = p(z|x) because KL(q||p) = 0:

- In general, 
- The closer the chosen q is to p(z|x), the closer the ELBO is to the true likelihood.

Evidence Lower Bound
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Variational Inference

- In practice how can we learn encoder parameters
and variational (decoder) parameters jointly?
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Learning parameters of VAEs

[Slides from Ermon and Grover]

reconstruction prior
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Learning parameters of VAEs

easy

- We need to compute the gradients 
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Learning parameters of VAEs

easy tricky

- We need to compute the gradients 

- Expectations also depend on  
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Reparameterization Trick

[Slides from Ermon and Grover]
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Reparameterization Trick

reparameterize
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Learning parameters of VAEs

encoder

decoder
reparameterize

reconstruction prior
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Stochastic Optimization

VAEs

x

x

Evidence lower bound

REINFORCE is a general-purpose solution!

Solve by reparameterization!

RL

Reward

Reparameterization???

s

r
???

z a
In RL (at least for discrete actions):
- T is a sequence of discrete actions
- p(T; ) is not reparameterizable
- r(T) is a black box function
i.e. the environment

We require that:
- z is continuous
- q(z) is reparameterizable
- f(z) is differentiable wrt
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VAEs for Disentangled Generation

[Locatello et al., Challenging Common Assumptions in the Unsupervised Learning of Disentangled Representations. ICML 2019]

Disentangled representation learning
- Very useful for style transfer: disentangling style from content
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VAEs for Disentangled Generation

Disentangled representation learning
- Very useful for style transfer: disentangling style from content

- beta-VAE: beta = 1 recovers VAE, beta > 1 imposes stronger
constraint on the latent variables to have independent 
dimensions

- Difficult problem!
- Positive results [Hu et al., 2016, Kulkarni et al., 2015]
- Negative results [Mathieu et al., 2019, Locatello et al., 2019] 
- Better benchmarks & metrics to measure disentanglement 

[Higgins et al., 2017, Kim & Mnih 2018]

[Mathieu et al., Disentangling Disentanglement in Variational Autoencoders. ICML 2019]
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VAEs for Multimodal Generation 

[Tsai et al., Learning Factorized Multimodal Representations. ICLR 2019]

Some initial attempts: factorized generation

Cross-modal interactions

Unimodal

decoder

decoder

prediction (nine)

Fix 𝐙𝐲

Modality 1 (SVHN) Modality 2 (MNIST)
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VAEs for Multimodal Generation 

[Tsai et al., Learning Factorized Multimodal Representations. ICLR 2019]

Some initial attempts: factorized generation

Cross-modal interactions

Unimodal

decoder

decoder

prediction (nine)

Modality 1 (SVHN) Modality 2 (MNIST)

Fix 𝐙𝐚" Fix 𝐙𝐚#
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VAEs for Multimodal Representations

VAEs beyond reconstruction
- It can be hard to reconstruct high-

dimensional input modalities
- Combine VAEs with self-supervised 

learning: reconstruct important 
signals from the input

Self-supervised signals

[Lee et al., Making Sense of Vision and Touch: Self-Supervised Learning of Multimodal Representations for Contact-Rich Tasks. ICRA 2019]
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High success rate from multimodal signals

VAEs for Multimodal Representations

[Lee et al., Making Sense of Vision and Touch: Self-Supervised Learning of Multimodal Representations for Contact-Rich Tasks. ICRA 2019]



40

Robustness to:
- external forces
- camera occlusion
- moving targets

VAEs for Multimodal Representations

[Lee et al., Making Sense of Vision and Touch: Self-Supervised Learning of Multimodal Representations for Contact-Rich Tasks. ICRA 2019]
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Summary: Variational Autoencoders

- Relatively easy to train.
- Explicit inference network q(z|x).

- More blurry images (due to reconstruction).
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More Likelihood-based Models: Autoregressive Models

Autoregressive models

[van den Oord et al., Pixel Recurrent Neural Networks. ICML 2016]
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Autoregressive Models

Autoregressive language models

[Brown et al., Language Models are Few-shot Learners. NeurIPS 2020]
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Autoregressive Models

Autoregressive audio generation models

[van den Oord et al., WaveNet: A Generative Model for Raw Audio. ICML 2016]
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Conditioning Autoregressive Models

We typically want p(x|c) - conditional generation
- c is a category (e.g. faces, outdoor scenes) from which we want to generate images
- c is an image which we want to describe in natural language
We might also care about p(x2|x1,c) - style transfer
- c is a stylistic change e.g. negative to positive
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Conditioning Autoregressive Models

[Tsimpoukelli et al., Multimodal Few-Shot Learning with Frozen Language Models. NeurIPS 2021]

Conditioning via prefix tuning

Modeling p(x|c):

A small red boat on the water.

Adapted + pretrained

Adapter Pretrained

A small red boat on the water.

p(x)

p(x|c)
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Conditioning Autoregressive Models

[Tsimpoukelli et al., Multimodal Few-Shot Learning with Frozen Language Models. NeurIPS 2021]

Conditioning via prefix tuning

0-shot VQA:

What color is the car?

Pretrained

Adapted + pretrained

Adapter

Blue

p(x)

p(x|c)
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Conditioning Autoregressive Models

[Tsimpoukelli et al., Multimodal Few-Shot Learning with Frozen Language Models. NeurIPS 2021]

Conditioning via prefix tuning

Adapted + pretrained

Adapter Adapter

Steve Jobs

1-shot outside 
knowledge VQA:

Recall reasoning 
– leverage implicit 
knowledge in LMs

p(x)

p(x|c)
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Conditioning Autoregressive Models

[Tsimpoukelli et al., Multimodal Few-Shot Learning with Frozen Language Models. NeurIPS 2021]

Conditioning via prefix tuning

Few-shot image 
classification: Adapted + pretrained

Adapter Adapter Adapter

This is a dax.
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Conditioning Autoregressive Models

[Rahman et al., Integrating Multimodal Information in Large Pretrained Transformers. ACL 2020]

Without AV

Lexical Space

With negative AV

With positive AV

Conditioning via representation tuning

[Ziegler et al., Encoder-Agnostic Adaptation for Conditional Language Generation. arXiv 2019]

Pretrained

Attention

Shiftp(x)

p(x|c)
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Conditioning Autoregressive Models

[Dathathri et al., Plug and Play Language Models: A Simple Approach to Controlled Text Generation. ICLR 2020]

Conditioning via gradient tuning

Pretrained

terrible

The food tastes

c = -1
delicious c = +1

shiny c = +1
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Conditioning Autoregressive Models

[Dathathri et al., Plug and Play Language Models: A Simple Approach to Controlled Text Generation. ICLR 2020]

Conditioning via gradient tuning

Pretrained

terrible

The food tastes

c = -1
delicious c = +1

shiny c = +1
are final-layer representations at time t

1. Increasing

2. Increasing

3. Generate next token using
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Summary: Autoregressive Models

- Relatively easy to train.

- Slow to sample from.
- Not easy to condition on.
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Normalizing Flows

Model families so far:
- Autoregressive models provide tractable likelihoods but no direct mechanism for 

learning features.
- Variational autoencoders can learn feature representations (via latent variables z) 

but have intractable marginal likelihoods.
Can we do both?
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Change of Variables – 1D case

[Slides from Ermon and Song]
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Change of Variables – 1D case

[Slides from Ermon and Song]

Intuition: X should be uniform in [0,8], so 0 2

1/2

0 8

1/8
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Change of Variables – 1D case

[Slides from Ermon and Song]

0 2

1/2

0 8

1/8

exp 0 exp 2 

1/2
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Change of Variables – higher D case

[Slides from Ermon and Song]

Let Z be a vector in [0,1] x [0,1]
Let X = AZ for a square invertible matrix A, with inverse W. How is X distributed?
Geometrically, the matrix A maps the unit square [0, 1] x [0,1] to a parallelogram.
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Change of Variables – higher D case

[Slides from Ermon and Song]
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Change of Variables – higher D case

[Slides from Ermon and Song]
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Normalizing Flows

[Slides from Ermon and Song]
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Normalizing Flows

[Slides from Ermon and Song]
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Normalizing Flows

[Slides from Eric Xing]
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Normalizing Flows Tips

[Slides from Ermon and Song]
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Normalizing Flows

[Kingma et al., Generative Flow with Invertible 1x1 Convolutions. NeurIPS 2018]
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Summary: Normalizing Flows

- Relatively easy to train.
- Exact likelihood.

- Very constrained architecture.

Work combining VAEs, autoregressive models, and flow-based models, 
see https://lilianweng.github.io/posts/2018-10-13-flow-models/

https://lilianweng.github.io/posts/2018-10-13-flow-models/
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Generative Adversarial Networks

Beyond likelihood-based learning:
- Difficulty in evaluating and optimizing p(x) in high-dimensions
- High p(x) might not correspond to realistic samples
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Generative Adversarial Networks

Towards likelihood-free learning

Given a finite set of samples from two distributions, how can we tell if 
these samples are from the same distribution? (i.e. P = Q?)
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Generative Adversarial Networks

Key observation: Test statistic is likelihood-free since it does not involve 
the densities P or Q, only samples
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Generative Adversarial Networks

Towards likelihood-free learning

- Assume we have access to
- In addition, we have our model’s distribution
- Assume that our model’s distribution permits efficient sampling of 
- Train the generative model to minimize a two-sample test objective between 

S1 and S2
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Generative Adversarial Networks

Towards likelihood-free learning

- Problem: finding a two-sample test objective in high-dimensions is hard
- In the generative model setup, we know that S1 and S2 come from 

different distributions 
- Key idea: learn a statistic that maximizes a suitable notion of distance 

between the two sets of samples S1 and S2
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Generative Adversarial Networks

- A 2 player minimax game between a generator and a discriminator

- Generator: a directed latent variable model from z to x
- Minimizes the two-sample test objective: in support of null hypothesis 
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Generative Adversarial Networks

- A 2 player minimax game between a generator and a discriminator

- Discriminator: any function (e.g. neural network) that tries to distinguish 
‘real’ samples from the datasets from ‘fake’ samples generated by the model

- Maximizes the two-sample test objective: in support of alternative 
hypothesis 
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Training the Discriminator

- Training objective for discriminator

- For a fixed generator G, the discriminator performs binary 
classification between true samples (assign label 1) vs fake samples 
(assign label 0)

- Optimal discriminator:
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Training the Generator

[Slides from Ermon and Grover]

- Training objective for generator
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More About Divergences

- Also known as the symmetric KL divergence

[Slides from Ermon and Grover]
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GAN Training

[Slides from Ermon and Grover]
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Summary: Generative Models

Likelihood-based
1. VAEs – approximate inference 
via evidence lower bound

2. Autoregressive models – exact 
inference via chain rule

3. Flows – exact inference via 
invertible transformations

Likelihood-free
1. GANs – discriminative real vs 
generated samples

Fast & easy 
to train

Hard to train, 
can’t get features

Lower generation 
quality

Constrained 
architecture

High generation 
quality

Easy to train, 
exact likelihood

Slow to
sample from

Easy to train, 
exact likelihood

One last model: diffusion models in next lecture.
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Summary

[Tsai et al., ICLR 2019] [Qiao et al., CVPR 2019]

[Locatello et al., ICML 2019] [Lee et al., ICRA 2019]
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More Resources

https://lilianweng.github.io/tags/generative-model/
https://yang-song.net/blog/2021/score/
https://blog.evjang.com/2018/01/nf1.html & https://blog.evjang.com/2018/01/nf2.html
https://deepgenerativemodels.github.io/syllabus.html
https://www.cs.cmu.edu/~epxing/Class/10708-20/lectures.html
https://cvpr2022-tutorial-diffusion-models.github.io/
https://huggingface.co/blog/annotated-diffusion
https://calvinyluo.com/2022/08/26/diffusion-tutorial.html
https://jmtomczak.github.io/blog/1/1_introduction.html

https://yang-song.net/blog/2021/score/
https://yang-song.net/blog/2021/score/
https://blog.evjang.com/2018/01/nf1.html
https://blog.evjang.com/2018/01/nf2.html
https://deepgenerativemodels.github.io/syllabus.html
https://www.cs.cmu.edu/~epxing/Class/10708-20/lectures.html
https://cvpr2022-tutorial-diffusion-models.github.io/
https://huggingface.co/blog/annotated-diffusion
https://calvinyluo.com/2022/08/26/diffusion-tutorial.html
https://jmtomczak.github.io/blog/1/1_introduction.html

