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Reading Assignments are Back!

= Four main steps for the reading assignments
» Monday 8pm: Official start of the assignment
= Wednesday 8pm: Select your paper
= Friday 8pm: Post your summary
= Monday 8pm: Post your extra comments (5 posts)

= 4 papers: Latent diffusion, explanations on VQA models, interaction
guantification, benchmark quantification
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Quantification

Definition: Empirical and theoretical study to better understand heterogeneity,
cross-modal interactions, and the multimodal learning process.

|
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Sub-Challenge 6a: Heterogeneity

Definition: Quantifying the dimensions of heterogeneity in multimodal datasets and
how they subsequently influence modeling and learning.

.
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Modality A A\

Modality B ’)

Homogeneous Heterogeneous
Modalities Modalities
(with similar qualities) (with diverse qualities)

U
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Images Text from Language
Examples: from 2 2 different and vision
cameras languages
Element representation Structure Noise
Element distribution Information Relevance
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Modality Biases

arms

Heterogeneity in information and relevance e e
Unimodal biases and modality collapse Cle B

Balancing
mod al ities Is the umbrella upside down? How many children are in the bed?
VQA models answer the question without looking at the image
Yellow v/
~80% of bananas Yellow ¥
Answer are yellow

in train set

> VQA model

Not the case when trained with RUBI

modalities used
adequatly

=» VQA model

: Image Question

\ . What color / What eioi
- ” is the - is the
— banana? banana?

Same
VQA model

_ / What color
\ _ ' ’ is the
banana?

[Wu et al., Characterizing and Overcoming the Greedy Nature of Learning in Multi-modal Deep Neural Networks. ICML 2022]
[Javaloy et al., Mitigating Modality Collapse in Multimodal VAEs via Impartial Optimization. ICML 2022]
[Goyal et al., Making the V in VQA Matter: Elevating the Role of Image Understanding in Visual Question Answering. CVPR 2017]

Balancing
training
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Modality Biases

Heterogeneity in information and relevance
Fairness and social biases — unimodal social biases

Finding: Image captioning models capture spurious correlations
between gender and generated actions

&
e F N
N .

Baseline:
A man sitting at a desk with
a laptop computer.

[Hendricks et al., Women also Snowboard: Overcoming Bias in Captioning Models. ECCV 2018]
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Modality Biases

Heterogeneity in information and relevance
Fairness and social biases — unimodal social biases

Finding: Image captioning models capture spurious correlations
between gender and generated actions

Right for the Right
Reasons

Wrong

Baseline: Our Model:
A man sitting at a desk with A woman sitting in front of a
a laptop computer. laptop computer.

[Hendricks et al., Women also Snowboard: Overcoming Bias in Captioning Models. ECCV 2018]
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Modality Biases

Heterogeneity in information and relevance
Fairness and social biases — unimodal social biases

Finding: Image captioning models capture spurious correlations
between gender and generated actions

Right for the Right Right for the Wrong Right for the Right
Reasons Reasons Reasons

Wrong

Baseline: Our Model: Baseline: Our Model:
A man sitting at a desk with A woman sitting in front of a A man holding a tennis A man holding a tennis
a laptop computer. laptop computer. racquet on a tennis court. racquet on a tennis court.

[Hendricks et al., Women also Snowboard: Overcoming Bias in Captioning Models. ECCV 2018]
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Modality Biases

Heterogeneity in information and relevance
Fairness and social biases — cross-modal interactions worsen social biases

Visual information makes model more confident
in reinforcing gender stereotypes

Bl Female
e Male

U

VL-BERT B
?

the person is carrying a [MASK]

»

purse briefcase

Visual Assoc. Score
N w

VL-BERT > L
f
the person is carrying a [MASK] purse briefcase
purse briefcase apron suit wine beer
Entity

[Srinivasan and Bisk, Worst of Both Worlds: Biases Compound in Pre-trained Vision-and-Language Models. NAACL 2022]
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Noise Topologies and Robustness

Heterogeneity in noise Strong tradeoffs between performance and robustness

Modality-specific robustness
noise — NOSie

&CA AE
MulTSRMmFE '

[Belinkov & Bisk, 2018; Subramaniam et al.,
2009; Boyat & Joshi, 2015]

! |
r\a‘dsgd PYZE
ReFN‘

Multimodal robustness

Performance —

F
o [T Today was Be x‘.o dal
® Acoustic -8
e § \
% g ]
All T can g2 EI

say is...
[Zadeh et al., 2020]

Robustness —
rate of accuracy drops

[Liang et al., MultiBench: Multiscale Benchmarks for Multimodal Representation Learning. NeurlPS 2021]
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Noise Topologies and Robustness

Several approaches towards more robust models

Robust data + training Infer missing modalities

Modality A [N
XA

Fusion + .
Fusion +

prediction e
prediction

Modality B [HIEEN
XB

Translation model
Joint probabilistic model

[Ngiam et al., Multimodal Deep Learning. ICML 2011]

[Srivastava and Salakhutdinov, Multimodal Learning with Deep Boltzmann Machines. JMLR 2014]

[Tran et al., Missing Modalities Imputation via Cascaded Residual Autoencoder. CVPR 2017]

[Pham et al., Found in Translation: Learning Robust Joint Representations via Cyclic Translations Between Modalities. AAAI 2019]
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Going Beyond Language, Vision, and Audio

MultiBench MultiBench
datasets data loader
Challenges Domains Modalities
Affective computing Healthcare Language Image Video
Fusion AI ignment And heldz;nd‘;;h;'r;;zvevg;‘);;;f when hah D\;”':,“‘"E':Y.:i‘h.:.;
N : K I w All I can say is he’s a
i . H N pretty average guy.
N e 5 g ——
@ > (frustrated voice) Eracied opatients  Exraced ovitals labs  Exvaced o dnterventions
. e : 7 Robotics _ Finance Audio Time-series Force sensors
Episade 100 0 oo
21% success rate 8 E 216 pom AN pnt g ST
A i | — A

Translation

Co-learning

Proprioception

&
A
f

w0 A AT

Set Table
SUBJECT ID
| NN | Age
Sex
Ethnicity

[Liang et al., MultiBench: Multiscale Benchmarks for Multimodal Representation Learning. NeurlPS 2021]
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MultiBench: Generalization to Diverse Modalities

Multimodal affect recognition

Language: And he I don't think he got mad when hah Too much too fast, I mean we basically just All I can say is he’s a pretty average guy.
I don 't know maybe. get introduced to this character...

Vision:

Contradictory
smile

Gaze aversion
Uninformative

Acoustic: (frustrated voice) (angry voice) (disappointed voice)

1,000 speakers 250 topics Diverse annotations

8000 13000

consumer
independent movie S
e 7000
application 11000
sect

conference
monologue or

usiness counter arketnlace entrepreneurship
marketplace P! I 6000 10000

testimony
courses industry

) . weekly ainability o
summary angwers" . > online SN0 Gefinition

ec

advertising  updates hearing Cm“l‘lhmg pricing faq instruction 2000

debates thoughts COMOMICS jhyesting hear distress 5000 8000
consumers Response economies social

buyers lccture_ listener review home narrative  financing 4000 7000

presentation  seminar e customers  equity pamarks 6000

Investors  summit . i corporate
S WCL‘Ch conviction g
&, loans A il A 3000 5000
statement undated integrated update Products >I companies
updaicd s rets
l‘ ll questions analysis firms desan 4000
investmen : . O
aduerticarcMeEting financia] businesses 2000
speeches advertisers | S 1 comments 3000
stocks p religious sociology
placement eulogy description SMPIOYers committee CONOMIC 1000 2000
. % speaker 1OPIC  outsourcing
evaluation 8
il political dialogue  banking 100
FEtatiers  convention > seemng 0 0

hd Separate customer Inarkcting . -
d pe Negative Weakly Neutral Weakly Positive Happiness Sadness ~Anger  Disgust Surprise  Fear

Negative Positive

S




MultiBench: Generalization to Diverse Modalities

Multisensor fusion in robotics

The policy is able to recover

s >
‘-»ﬂl‘ (1] ‘.H:'!l {<
i from external pushes on the arm.

can complete insertion even =

G tesiontioning 1 i
withlintermittent camera occlusion.s
z i g

H—\

[Lee et al., ICRA 2019]

[Liang et al., MultiBench: Multiscale Benchmarks for Multimodal Representation Learning. NeurlPS 2021]
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MultiBench: Generalization to Diverse Modalities

i
. E== custavyp cUtype

R Mechanical Ventilation . \
5 —— >  Mortality

SUBJECT ID Colloid Bolus !
Age U e A O
g HEAILRAIE !, ./ oo podorsmamvien, oo m oo™ e e 7 ICD9 codes

Sex

Ethnicity Glucose | - . o S - .
ICU Admission Time ICU Discharge Time

Hospital Admission Time Hospital Discharge Time

Legend
Extracted to patients Extracted to vitals labs Extracted to interventions

[Johnson et al., Nature 2016]

[Liang et al., MultiBench: Multiscale Benchmarks for Multimodal Representation Learning. NeurlPS 2021]
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MultiBench: Generalization to Diverse Modalities

MultiZoo
model

Data preprocessing Unimodal models Fusion paradigms Optimization objectives  Training procedures

Lsup - - logp(y‘xlaXQ)

e LV = Validation Loss

—— LT = Train Loss

It gzves much insight

Lcca = —corr (91(21), 92(22))

2 z2°Q7' 2Rz Rz

RN Lree = 91 (Zmm) — x1 |2
&l 7'1V @ + [|g2(Zmm) — X2||2 oo
(shifted right) 233—><F;3—N })?3: ( ’Y\
[Chen et al., 2017] [Vaswani et al., 2017] [Zadeh et al., 2017] [Sankaran et al., 2021] [Wang et al., 2020]

20 recent models, but composable to up to >200 combinations!

[Liang et al., MultiBench: Multiscale Benchmarks for Multimodal Representation Learning. NeurlPS 2021]
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MultiBench: Generalization to Diverse Modalities

Benefits of standardization

4.7% 6.0% 0.4% 8.5% 8.4% 4.0%
66.3 71.8 62.9 66.7 77.9 78.2 47.0 51.0 0.258 0.185 0.125 0.120
A A Ar A
) Bl —
Best Best Best Best Best Best Best Best Best Best Best Best
In-domain Out-domain In-domain Out-domain In-domain Out-domain In-domain Out-domain In-domain Out-domain In-domain Out-domain
MUStARD sarcasm UR-FUNNY humor MIMIC ENRICO V&T end-effector
(affective computing) (affective computing) (healthcare) (HCI) (robotics)

Simply applying methods in other areas improves performance on 9/15 datasets

[Liang et al., MultiBench: Multiscale Benchmarks for Multimodal Representation Learning. NeurlPS 2021]
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MultiBench: Generalization to Diverse Modalities

Methods struggle to perform outside of their own domain

0000
X
[ )
°
°
§ : o ® In-domain datasets
g s ® Out-domain datasets
- °
qg ]
°
& o °
®
o 4
Late Multimodal Tensor
Fusion Transformer Fusion

[Liang et al., MultiBench: Multiscale Benchmarks for Multimodal Representation Learning. NeurlPS 2021]
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MultiBench: Generalization to Diverse Modalities

Generalization across modalities and tasks is difficult!

oo
s
o
®
@ 4 ® Affective computing
[
o Q ® Healthcare
E ¢ ° Robotics
3 o .
a ® ° Finance
HCI
® Multimedia
]
Late Multimodal Tensor
Fusion Transformer Fusion

[Liang et al., MultiBench: Multiscale Benchmarks for Multimodal Representation Learning. NeurlPS 2021]
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Quantifying Modality Heterogeneity

Information transfer, transfer learning perspective

1a. Estimate modality
heterogeneity via transfer

Q00O

- ——

Implicitly captures these:

Element representation Structure Noise

Element distribution Information Relevance

[Liang et al., HighMMT: Quantifying Modality and Interaction Heterogeneity for High-Modality Representation Learning. arXiv 2022]
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Quantifying Modality Heterogeneity

Information transfer, transfer learning perspective

1a. Estimate modality

o= 2a. Compute modality heterogeneity matrix
heterogeneity via transfer

( Q ‘ Q A 0
@10
- D 3 (2
1 t t t t Ol|1]2]|3]0
A @ I O ¢ @®|5|4|6|3]|0
1b. Estima_te in_teraction 2b. Compute interaction heterogeneity matrix
heterogeneity via transfe,r AQADOONO @}
e (AL} ? 0
N N N 7N o > L
A ‘ A D ‘ D O ’ {O.} 1 2 : °

[Liang et al., HighMMT: Quantifying Modality and Interaction Heterogeneity for High-Modality Representation Learning. arXiv 2022]
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Quantifying Modality Heterogeneity

Information transfer, transfer learning perspective

2a. Compute modality heterogeneity matrix

AOC QO
Alo
@10
Ldls|2]|o0
Ol1]2]3]0 3. Determine parameter clustering
Sls]e]e]a]o Ui ={U1,U,,Us} Cy ={Ci2,C13,Cs5}
2b. Compute interaction heterogeneity matrix U, = {Ug} Cy = {023}
AGIADOMO®! Us = {Us}
{A@®} °
{AD} 1 0
{‘D} 3 2 0
Q@+ | 2 | &+ | o

[Liang et al., HighMMT: Quantifying Modality and Interaction Heterogeneity for High-Modality Representation Learning. arXiv 2022]
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Quantifying Modality Heterogeneity

Information transfer, transfer learning perspective

1. Homogeneous Pre-training 2. Heterogeneity-aware Fine-tuning
Y; Ys Ys Y, ) Y; Y, Ys Y,
N T N
o= R BEIEE
AN AN A XX w /NN A XX
= we U] U] Jos| (s o] o) () o] s

B e T I e e
AO® Al 610 O€ " AO® AN OH Q€D

X1 Xo X1 X3 Xo X3 Xu X5 X X1 Xo X1 X3 X9 X3 X4 X5 Xg

[Liang et al., HighMMT: Quantifying Modality and Interaction Heterogeneity for High-Modality Representation Learning. arXiv 2022]

Language Technologies Institute 23



Quantifying Modality Heterogeneity

HighMMT heterogeneity-aware: estimate heterogeneity to determine parameter sharing

Image-text  Design Robotic Disease Emotions

retrieval  interface manipulation codes

I R N

|

Sarcasm Humor

|

[ A

HighMMT heterogeneity-awar

2 sharing

== SUBJECT_ID
Age
Sex
Ethnicity

Language Image  Audio Video SensorsProprioceptiorSpeech Time-series Set Table

Performance -

ikil?*
)¢
AR ¢

Oe®Oee

1080 1078 1076 1074 1072 1070 1068
Efficiency (params) -

All model combinations (>10,000)
Pareto front

HighMMT single-task

HighMMT multitask

HighMMT heterogeneity-aware

[Liang et al., HighMMT: Towards Modality and Task Generalization for High-Modality Representation Learning. arXiv 2022]
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Challenges: Quantifying Heterogeneity

Open challenges:
Quantifying and modeling: chicken and egg problem.
Bottom-up vs top-down, data-driven vs hypothesis-driven.
Noisy and missing modalities.
New and understudied modalities.
Large number of modalities.
Cases where its unclear which modalities are useful.

— o

Language Technologies Institute

Open
challenges




Sub-Challenge 6b: Cross-modal Connections

Connected: Shared information that relates modalities

©
D
unique O
4 R - D
Modality A A\ o s =
O : $ :
Modality B - = @
. y ) unique = 2 =
Statistical Semantic
#
Association Dependency Correspondence Relationship
— laptop used for
= P
A—O A0 A—©O A—O
€.g., correlation, e.g., causal, e.g., grounding e.g., function
cO-occurrence temporal ’ ’
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Sub-Challenge 6b: Cross-modal Interactions

Interacting: process affecting each modality, creating new response

.-
2 ° e o

r p
Modality A A\
Modality B ’)

- D response
Interactions happen
during Inference!
“Inference” examples: - Representation fusion R representation
» Prediction task @) prediction
» Modality translation modality C
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Quantifying Cross-modal Interactions

Identifying overall presence of cross-modal interactions

Statistical non-additive interactions [Friedman & Popescu, 2008, Sorokina et al., 2008]

f exhibits interactions between 2 features x, and xj iff f cannot be decomposed into a
sum of unimodal subfunctions f,, fz such that f(x,, x5) = f4(x4) + fz(x5).

Modality A (N

xA Fusion + Fal
prediction @ f(xA; xB) — .7£E [f(xAl xB)] + .7£E [f(xA; xB)] _ X IEx [f(xA' xB)]
Modality B [ 2 2 2=
XB fa(xa) fp(xp) u

If the additive projection f (x4, x5) is equal to nonlinear fusion f (x4, x5) then the
non-additive interactions are not modeled.

pu measures overall quantity of cross-modal interactions on a trained model + dataset.

[Hessel and Lee, Does my multimodal model learn cross-modal interactions? It’s harder to tell than you might think!, EMNLP 2020]
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Quantifying Cross-modal Interactions

Identifying individual cross-modal interactions

Statistical non-additive interactions [Friedman & Popescu, 2008, Sorokina et al., 2008]

f exhibits interactions between 2 features x, and xj iff f cannot be decomposed into a
sum of unimodal subfunctions f,, fz such that f(x,, x5) = f4(x4) + fz(x5).

_ort
0x,0Xxp

f exhibits interactions between 2 features x, and xj iff > 0.

Natural second-order extension of gradient-based approaches!

[Liang et al., MultiViz: An Analysis Benchmark for Visualizing and Understanding Multimodal Models. arXiv 2022]
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Quantifying Cross-modal Interactions

Identifying individual cross-modal interactions

CLEVR VQA 2.0
¥ P ‘
; 4 PR
The other small shiny thing that is the How many birds? Three small dogs, two white Why am | spending my money
same shape as the tiny yellow shiny and one black and white, on a watching this? (sigh) | think |
object is what color? sidewalk. was more sad...
L ] | J
I I
Correspondence Relationships

[Liang et al., MultiViz: An Analysis Benchmark for Visualizing and Understanding Multimodal Models. arXiv 2022]
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Quantifying Cross-modal Interactions

Classification of cross-modal interactions

Modality A [ onimodal |\ O | Analysis | ||l >> ||Tg]| Dominance
X4 . |
G () ———> > '  =————p I,-Ip>0 Complementary
Modality B (I (1117 I,-Ig <0 Conflict

Xp (e.g., GradCAM, J IB

LIME, SHAP)

@- - -

Language is often

L dominant . : .
dominant in multimodal
sentiment sentiment analysis
- =
V complement
. ——
A conflict __

[Wang et al., M2Lens: Visualizing and Explaining Multimodal Models for Sentiment Analysis. IEEE Trans Visualization and Computer Graphics 2021]
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Quantifying Cross-modal Interactions

Visualization website See interactive website: https://andy-xingbowang.com/m?2lens/

Summary View

dorinance
. T— . u i Summary of
- e i ok i . I cross-modal interactions
Lo - T across entire dataset.
|
conflic
. t

[Wang et al., M2Lens: Visualizing and Explaining Multimodal Models for Sentiment Analysis. IEEE Trans Visualization and Computer Graphics 2021]
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https://andy-xingbowang.com/m2lens/

Quantifying Cross-modal Interactions

Visualization website See interactive website: https://andy-xingbowang.com/m2lens/
@nstance View ®vision Feature @ Audio Feature
Instance Summary Instance Detail
} sort By: [error v] l Desc v‘
e | = | Summgry of |
V\ercvi: . (umm)i really like how it's done because, if you watch CrOSS_mOdaI Inte raCtlonS
Fﬂ* — HpaARE 33 P in a single instance.
not 0918 this movie five times you will still not understand everything about it
movie -0.249
word: it definitely, it worked.

Feature Importance

teatures/mo

[Wang et al., M2Lens: Visualizing and Explaining Multimodal Models for Sentiment Analysis. IEEE Trans Visualization and Computer Graphics 2021]
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https://andy-xingbowang.com/m2lens/

Quantifying Cross-modal Interactions

Visualizing multimodal transformers See interactive website: https://github.com/IntelLabs/VL-InterpreT

Input
a surfer
riding on |
a wave Attention
g )
) ¥ | Vision-to- Language-
Multimodal Transformer % vision to-vision
Input encoding E“
=
@ R g Vision-to | Language-
) | language |[to-language
Bl wave] =
Text tokens ] Tokens in Layer N_ |
g J

Attention Head

Text tokens

Layer
N | / Hidden Representation
g !
5 768D L)
L < Dimension reduction
ayer
N+ D

(Hidden Representation | ————— Plot

Output \ )

[Aflalo et al., VL-InterpreT: An Interactive Visualization Tool for Interpreting Vision-Language Transformers. CVPR 2022]
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https://github.com/IntelLabs/VL-InterpreT

Quantifying Cross-modal Interactions

Visualizing multimodal transformers See interactive website: https://github.com/IntelLabs/VL-InterpreT

Input |
a surfer E& i { ’ﬁ ‘ Q . . .
riding on 8 S B Rosliape Smesih Unimodal image importance
a wave | Attention
( ) Attention from image to &
¥ | Vision-to- | L s
Multimodal Transformer < I\S,Ii(s)ir;no tag_?,;?g: ( h
~ g surfer CIEEL T
Input encoding E‘l -
= : CLBC @O el
alsurter 2 viionto | La A
1= Lo < ision-to nguage- £ =3 H .
7 % language |to-language ALl 5 ?) U nImOdaI teXt Importance
[a]wave] H c.
Text tokens [ Tokens in Layer N_ | a [surfer Z X
_ _ riding on -
Attention Head \_ ] o - J
Layer Text tokens
N ! / Hidden Representation
g !
E 768D
< Dimension reduction
e ELEREET )
N+1 2D

(Hidden Representation | ————— Plot

Output \ )

[Aflalo et al., VL-InterpreT: An Interactive Visualization Tool for Interpreting Vision-Language Transformers. CVPR 2022]
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Quantifying Cross-modal Interactions

Visualizing multimodal transformers See interactive website: https://github.com/IntelLabs/VL-InterpreT

Input
a surfer
riding on |
a wave | Attention
g )
¥ | Vision-to- Language-
Multimodal Transformer Z|| et to-vision . =
| , g . { B
nput encoding = 9
@ 3 €| Visionto | Language- aT e
) § language |to-language o
alwave |8 | i Correspondence and complementary
Text tokens Tokens in Layer N_| | a surfer £ I I
\_ J riding on g Interactlons
. a wave <
Attention Head
Layer Text tokens
N ! Hidden Representation B ‘
/ g | S (18 =S e 47;)
E 768D @ \?, Reshape i | g Smooth /
L < Dimension reduction
ayer
Ni/'-1 LTI D Attention from image to

(Hidden Representation | ————— Plot

Output \ )

[Aflalo et al., VL-InterpreT: An Interactive Visualization Tool for Interpreting Vision-Language Transformers. CVPR 2022]
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https://github.com/IntelLabs/VL-InterpreT

Evaluating Interpretability

How can we evaluate the success of interpreting cross-modal interactions?

Problem: real-world datasets and models do not have
cross-modal interactions annotated!

=
e i

1

?
|

Q

[Liang et al., MultiViz: A Framework for Visualizing and Understanding Multimodal Models. arXiv 2022]
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Evaluating Interpretability: A Multi-stage Approach

Unimodal importance: Does the model correctly identify keywords in the question?

1. Unimodal
Yes! importance

‘f ANO®
[ o0

/N BA
I
Z1 L2
Is there a red shape
:=. r/z sllirjpi above a circle?
. A above a
circle?

[Liang et al., MultiViz: An Analysis Benchmark for Visualizing and Understanding Multimodal Models. arXiv 2022]
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Evaluating Interpretability: A Multi-stage Approach

Cross-modal interactions: Does the model correctly relate the question with the image?

1. Unimodal 2. Cross-modal
Yes! importance interactions

‘f ANO®
[ o0

e NN

Is there a red shape |Is there a red shape
above a circle? above a circle?

W@ /stherea
LY ) red shape

N
WA above a ‘
circle?
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Evaluating Interpretability: A Multi-stage Approach

Multimodal representations: Does the model consistently assign concepts to features?

1. Unimodal 2. Cross-modal 3. Multimodal
Yes! importance interactions representations

3{ ANO®
[ o0

/N BA |
I circle red
I Io
Is there a red shape Is there a red shape ‘ .
: = @ - shir ea above a circle? above a circle? . .
red shape P
WA above a ‘
circle?
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Evaluating Interpretability: A Multi-stage Approach

Multimodal prediction: Does the model correctly compose question and image information?

1. Unimodal 2. Cross-modal 3. Multimodal 4. Multimodal
Yes! importance interactions representations prediction

‘f ABRO®
[ 0

O
Circle: . .

/ \ . A _ Above: A - W
I circle red
L1 L2 )
Is there a red shape Is there a red shape ‘ . Red. .
: = @ - shir ea above a circle? above a circle? . .
red shape ‘A
oA above a ‘ l
circle?

Yes!
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Evaluating Interpretability: A Multi-stage Approach

Identifying individual cross-modal connections

Statistical non-additive interactions [Friedman & Popescu, 2008, Sorokina et al., 2008]

f exhibits interactions between 2 features x, and xj iff f cannot be decomposed into a
sum of unimodal subfunctions f,, fz such that f(x,, x5) = f4(x4) + fz(x5).

0f?
0x,0Xxp

> 0.

f exhibits interactions between 2 features x, and xj iff

Natural second-order extension of gradient-based approaches!

[Liang et al., MultiViz: An Analysis Benchmark for Visualizing and Understanding Multimodal Models. arXiv 2022]
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Evaluating Interpretability: A Multi-stage Approach

I Local analysis 3. Multimodal

e 5 representations
s
0.

Y

What color is the tie of the ‘ color
second man to the left?

—
—

— — n it 7 Global analysis
What color is the What color is the What color are the

Salisbury Rd sign? building?  checkers on the wall?

[Liang et al., MultiViz: An Analysis Benchmark for Visualizing and Understanding Multimodal Models. arXiv 2022]
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Evaluating Interpretability: MultiViz

Model simulation

1. Model simulation
Can humans reproduce model predictions
“Yes” with high accuracy and agreement? “Yes”

a

Y

| - ®
o Q| -4

I
T2

1

[Liang et al., MultiViz: A Framework for Visualizing and Understanding Multimodal Models. arXiv 2022]
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Evaluating Interpretability: MultiViz

Model simulation

55.0% 65.0% 61.7% 71.7% 81.7%

U U+C U+C+ U+C+ U+C+
Local R Local R + Local R +
Global R Global R +
P

MultiViz stages leads to higher accuracy and agreement
Blind test + reasonable baselines + quantifiable outcome
[Liang et al., MultiViz: A Framework for Visualizing and Understanding Multimodal Models. arXiv 2022]
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Evaluating Interpretability: MultiViz

Model error analysis and debugging

2. Model debugging
Can humans find bugs in the model
for improvement?

Fix bugs

Y
T o
- ‘ Q ‘—> — Find bugs
N 4
=

]
T2

[Liang et al., MultiViz: A Framework for Visualizing and Understanding Multimodal Models. arXiv 2022]
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Evaluating Interpretability: MultiViz

Local analysis

N

What color is the tie of the
second man to the left?

What color is the What color is the What color are the
Salisbury Rd sign? building?  checkers on the wall?

3. Multimodal
representations

‘ llc Ior"

“Models pick up cross-
Global analysis modal interactions but
fail in identifying color!”

[Liang et al., MultiViz: A Framework for Visualizing and Understanding Multimodal Models. arXiv 2022]
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Evaluating Interpretability: MultiViz

Model error analysis and debugging

“Models pick up cross-

. . _ Add targeted examples
modal interactions but > : ]
. . ) involving color.
fail in identifying color!
+1.4% +0.2% +30.5%
. Side note: we used this to
discover a bug in a popular
deep learning code repository.
— o,
Random  Uncertainty MultiViz Transformers

MultiViz enables error analysis and debugging of multimodal models

[Liang et al., MultiViz: A Framework for Visualizing and Understanding Multimodal Models. arXiv 2022]
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Open

Challenges: Quantifying Multimodal Interactions challenges

Open challenges:

- Faithfulness: do explanations accurately reflect model’s internal mechanics?

- Usefulness: unclear if explanations help humans

- Disagreement: different interpretation methods may generate different explanations
- Evaluate: how to best evaluate interpretation methods

| o

I N
T1 T2

[Chandrasekaran et al., Do explanations make VQA models more predictable to a human? EMNLP 2018]
[Krishna et al., The Disagreement Problem in Explainable Machine Learning: A Practitioner’s Perspective. arXiv 2022]
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Open

Challenges: Quantifying Multimodal Interactions challenges

signal response

ath —> Equivalence
atb —> Enhancement
atb — | |and() Independence
atbh —> Dominance
a+tb — (or[ ]) Modulation
ath = /\ Emergence

Partan and Marler (2005). Issues in the classification of multimodal communication signals. American Naturalist, 166(2)

Language Technologies Institute 50




Open

Challenges: Quantifying Multimodal Interactions challenges

. signal response
Noninteractin
Redundancy onin "3 @ a+b —> Equivalence
(shared) "y
Addltive @ a+tb —> Enhancement

unique

shared Z Noninteracting

(union)

atb — | |and() Independence

unique

a+bh —> Dominance

Q Asymmetric@
Nonredundancy Contextualized @ ath —

(or[ ]) Modulation

(u nique) O (transference)
Non-additive

(nonlinear)

ath = /\ Emergence
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Recall error

Challenges: Quantifying Multimodal Interactions analysis!

Causal, logical interactions beyond additive/multiplicative

Covariant VQA
Target object in question
Q: How I:arzly zebras are tl;)ere in the Igcfsr;:? i.e., treatment
- I liintd ot variable
prediction
Baselines: 2 2 Interventional conditional: p(y|do(zebras = 1))

Existing models struggle to adapt to targeted causal interventions.
How can we make them more robust to spurious correlations?

[Agarwal et al., Towards Causal VQA: Revealing & Reducing Spurious Correlations by Invariant & Covariant Semantic Editing. CVPR 2020]

Language Technologies Institute 52




Sub-Challenge 6¢: Multimodal Learning Process

Definition: Characterizing the learning and optimization challenges involved when
learning from heterogeneous data.

Kinetics dataset Adding more modalities should always help?

ﬁﬁﬂ Modalities: RGB (video clips)
' ,db o B A (Audio features)

YW *m Bl OF (optical flow - motion)

MWEM@MW
e Dataset | Multi-modal V@1 | BestUni | V@1 | Drop
SN A+RGB 714 | RGB | 726 | -12

RGB+OF 713 | RGB | 726 | -13

finetis | A4+OF 583 | OF |e621 | -38
TTM?NM A+RGB+OF  70.0 RGB 72.6 | -2.6
=3 N-‘E:L‘
&qu’f‘ ¢ P
T But sometimes multimodal doesn’t help! Why?

[“,ﬁ.g', !’!he a g
4 A .

[Wang et al., What Makes Training Multi-modal Classification Networks Hard? CVPR 2020]
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Optimization challenges

Learning and optimization challenges

2 explanations for drop in performance:
1. Multimodal networks are more prone to overfitting due to

2. Different modalities overfit and generalize at

Key idea 1: compute overfitting-to-
generalization ratio (OGR)

Gap between training and valid loss

f
|

[Wang et al., What Makes Training Multi-modal Classification Networks Hard? CVPR 2020]
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Optimization challenges

Learning and optimization challenges

Conventional approach Proposed approach

_ Prediction @
XA

_ Prediction
XpB

X _ XA .
Fusion + Fusion +
prediction prediction

XB XB

Key idea 2: Simultaneously train unimodal
networks to estimate OGR wrt each modality

Reweight multimodal loss
using unimodal OGR values

[Wang et al., What Makes Training Multi-modal Classification Networks Hard? CVPR 2020]
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Open
challenges

Challenges

Open challenges:

- Learning, generalization, and optimization in high-dimensional settings (p >> n).
- Modality shortcuts and biases.

- Dimensionality reduction, modality selection, approximate inference.

- Reducing time and space complexity, model compression and efficiency.

Loss

A\/

Epoch
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More Quantification

Dimensions of quantification

. +
Heterogeneity &‘-’
Interactions >< | \<

Learning

Representation Alignment Reasoning Transference Generation

Open
challenges

Epoch
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Conclusion



What is a Modality?

Multimodal Behaviors and Signals

/ : ouch \
anguage isual _
. = Haptics
= Lexicon = Gestures .
= Words = Head gestures * Motion
= Syntax = Eye gestures ) .
" Part-of-speech = Arm gestures hYSIOIOglcaI
» Dependencies = Body language = Skin conductance
* Pragmatics * Body posture = Electrocardiogram
= Discourse acts = Proxemics
: = Eye contact .
coustic
= Head gaze obile
" Prosody = Eye gaze Sl i
= Intonation ye g = GPS location
= Voice quality = Facial expressions = Accelerometer
= Vocal expressions * FACS action units = Light sensors

\ = Laughter, moans * Smile, frowning /
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What is a Modality?

Definition

Modality refers to the way in which something expressed or perceived.

=Y Raw Abstract
7 1 Modalities Modalities
from a sensor (closest from sensor) (farthest from sensor)
i Speech Language Sentiment
Examples: signal intensity
Image Detected Object
objects categories
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What is Multimodal?

A dictionary definition...

Multimodal: with multiple modalities

A research-oriented definition...

Multimodal is the scientific study of

heterogeneous and intercojrenected data

4 A\
Connected + Interacting
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Heterogeneous Modalities

Heterogeneous: Diverse qualities, structures and representations.

Modality A A\ Homogeneous Heterogeneous
Modalities Modalities
Modality B . (with similar qualities) (with diverse qualities)

- J 4—[_T_T_T—>
AA AA A0 D

Examples: Images Text from Language
from 2 2 different and vision
cameras languages

ADbstract modalities are more likely to be homogeneous
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Connected Modalities

Connected: Shared information that relates modalities

©
9
unique Q
4 R - 5,
Modality A A\ o s =
c = o
. ©
Modality B - O P O
Statistical Semantic
#
Association Dependency Correspondence Relationship
— laptop used for
.
A—O A0 A—©O A—©O
€.g., correlation, e.g., causal, e.g., grounding e.g., function
CO-occurrence temporal ’ ’
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Interacting Modalities

Interacting: process affecting each modality, creating new response

.-
2 ° e o

r p
Modality A A\
Modality B ’)

- D response
Interactions happen
during Inference!
“Inference” examples: - Representation fusion R representation
» Prediction task @) prediction
» Modality translation modality C
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Taxonomy of Interaction Responses — A Behavioral Science View

s, signal response signal response
(&)
A c e _
@ S a—> . a+b —> Equivalence
O response c i
inputs ) i
e b— ath —» Enhancement
m 1
o atb — | |and() Independence
[ o=
@ a—>
S .
= a+b —> Dominance
g =0 |
= a+b — (or[ ) Modulation
=
ath = /\ Emergence

Partan and Marler (2005). Issues in the classification of multimodal communication signals. American Naturalist, 166(2)
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Interacting Modalities

signal response
Noninteractin
Redundancy‘ g a+b —> Equivalence
(shared) Addit
ltive a+b —> Enhancement
unique
shared Z Noninteractin
| (unio,% atb — [ Jand() Independence
unique
Q Asymmetric a+tb — Dominance
Nonredundancy Contextualized ath — (or[]) Modulation
(unique) O (transference)
Non-additive atb = /\ Emergence

(nonlinear)
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What is
Multimodal?

-

Heterogeneous

o

Connected

o

Interacting

~

mam) Whyisithard? wmm)  Whatis next?

Multimodal is the scientific
study of heterogeneous and

interconnected data ©
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Multimodal Machine Learning

\
Modality A A A A A A
' 4 )
ModaityB @ @ @ @ @ >
. K )
Modality C : Q Self-supervised,
O Reinforcement,

O Supervised, ...

What are the core multimodal technical challenges,
understudied in conventional machine learning?
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Challenge 1: Representation

Definition: Learning representations that reflect cross-modal interactions
between individual elements, across different modalities

msp 1NiS is a core building block for most multimodal modeling problems!

Individual elements:

Modality A A\ It can be seen as a “local” representation
or
Modality B @ representation using holistic features
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Challenge 1: Representation

Definition: Learning representations that reflect cross-modal interactions
between individual elements, across different modalities

Sub-challenges:

Fusion Coordination Fission
A © A © A ©

# modalities > # representations # modalities = # representations # modalities < # representations

Language Technologies Institute




Challenge 2: Alignment

Definition: Identifying and modeling cross-modal connections between all
elements of multiple modalities, building from the data structure

wep Most modalities have internal structure with multiple elements

Elements with temporal structure: Other structured examples:

Modality A A A A A A:

ModaliyB @ @ @ @ @

_S_patial Hierarchical
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Challenge 2: Alignment

Definition: Identifying and modeling cross-modal connections between all
elements of multiple modalities, building from the data structure

Sub-challenges:
Discrete Continuous Contextualized
Alignment Alignment Representation

3 060 664

Discrete elements Segmentation and Alignment + representation
and connections continuous warping
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Challenge 3: Reasoning

Definition: Combining knowledge, usually through multiple inferential steps,
exploiting multimodal alignment and problem structure

Modality A A A

A ...
e d e b "I»l*ll}l | . @
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Challenge 3: Reasoning

Definition: Combining knowledge, usually through multiple inferential steps,
exploiting multimodal alignment and problem structure

Modality A A A A ... :%E
b ey

Modality B @ @
o

External -
knowledge =

| spiom

| spiom
O
-

SpJOM
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Challenge 4: Generation

Definition: Learning a generative process to produce raw modalities that
reflects cross-modal interactions, structure and coherence

Sub-challenges:
Summarization Translation Creation
) O
D) o
y
. Reduction Maintenance Expansion
Information:
(content) =, — &
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Challenge 5: Transference

Definition: Transfer knowledge between modalities, usually to help the
target modality which may be noisy or with limited resources

AAAAA

Enriched Modality A

only available
during training

Transference

A A A A A

Modality A Modality B
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Challenge 6: Quantification

Definition: Empirical and theoretical study to better understand heterogeneity,
cross-modal interactions and the multimodal learning process

Sub-challenges:
Heterogeneity C(I):tg?:ct:lt?::s& Learning
A
— X \ —
++
Epoch g
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Core Multimodal Challenges

Representation Generation

4 ) 4 )

I I :0

)\ Reasoning A
4 )

A O, o—A

RN f g A
A . - I QQ\
Alignment j> o V) Transference BN
r < N A O

A N\ /T N\
-
A O

Quantification

\. /

® A0
2Xe

A—®
\ y

\.
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Future Direction: Heterogeneity

Homogeneity vs  Heterogeneity

11 Amoda

Examples:

Arbitrary Tokenization Beyond Additive
Interactions

Causal, logical interactions

Brain-inspired representations
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MultiBench

Future Direction: High-modality https://github.com/pliang279/MultiBench

Few modalities High-modality
e

- SUBJECT ID 240

5 J!‘\ 7 Sex 180

o e " = —«M .
: /

. . i) 14

Language V|S|on Audio Graphs Control LIDAR Sensors Set Table  Financial Medical

Examples: Non-parallel learning Limited resources
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https://github.com/pliang279/MultiBench

Future Direction: Long-term

Short-term

AAA..

o< |
©060..

>
seconds
or minutes

Examples:

Compositionality Memory Personalization
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Social-IQ

Future Direction: Interaction https://www.thesocialiq.com/

/b[ Reasoning ]\

Perceptlon Generatlon

\ Multimodal /

Interaction

Examples:
Multi-Party Causality Ethical
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https://www.thesocialiq.com/

MultiViz

Future Direction: Real-world https //github.com/pliang279/MultiViz
t/gf/%/

Healthcare Intelligent Interfaces and Online Learning
Decision Support Vehicles and Education
Examples:

Robustness Fairness Generalization
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https://github.com/pliang279/MultiViz

What is

: hy is it hard? What is next?
Multimodal? Why is it hard
4 ) 4 N 4 )
Heterogeneous Representation Heterogeneity
O .
Connected Alignment High-modality
S Reasoning
Interacting Long-term
Generation
Interaction
Transference
Quantification Real-world

\_ J \. J
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Advanced Topics in Multimodal ML @ CMU

o
S e )

‘%,

e €A

o 'Ry,
» o
I e

s

e, o
reunst

Advanced Topics in MultiModal
Machine Learning

11-877 + Spring 2022 « Camegie Mellon University

Multimodal machine learning (MMML) is a vibrant multi-disciplinary research field which addresses some of the
original goals of artificial intelligence by integrating and modeling multiple communicative modalities, including
language, vision, and acoustic. This research field brings some unique challenges for multimodal researchers given
the heterogeneity of the data and the contingency often found between modalities. This course is designed to be a
graduate-level course covering recent research papers in multimodal machine learning, including technical challenges
with representation, alignment, reasoning, generation, co-learning and quantifications. The main goal of the course is
to increase critical thinking skills, knowledge of recent technical achievements, and understanding of future research

directions.

« Time: Friday 10:10-11:30 am

« Location: Virtual for the first 2 weeks (find zoom link in piazza), GHC 5222 thereafter

« Discussion and Q&A: Piazza

« Assignment submissions: Canvas (for registered students only)

« Contact: Students should ask all course-related questions on Piazza, where you will also find announcements.

Instructor Louis-Philippe Morency
A Email: morency@cs.cmu.edu

Instructor Paul Liang
Email: pliang@cs.cmu.edu

Instructor Amir Zadeh
Email: abagherz@cs.cmu.edu

1/28 Week 2: Cross-modal interactions [synopsis]

What are the different ways in which modalities can interact with each other
in multimodal tasks? Can we formalize a taxonomy of such cross-modal
interactions, which will enable us to compare and contrast them more
precisely?

What are the design decisions (aka inductive biases) that can be used when
modeling these cross-modal interactions in machine learning models?
What are the advantages and drawbacks of designing models to capture
each type of cross-modal interaction? Consider not just prediction
performance, but tradeoffs in time/space complexity, interpretability, etc.
Given an arbitrary dataset and prediction task, how can we systematically
decide what type of cross-modal interactions exist, and how can that inform
our modeling decisions?

Given trained multimodal models, how can we understand or visualize the
nature of cross-modal interactions?

2/4  Week 3: Multimodal co-learning [synopsis]

What are the types of cross-modal interactions involved to enable such co-
learning scenarios where multimodal training ends up generalizing to
unimodal testing?

What are some design decisions (inductive bias) that could be made to
promote transfer of information from one modality to another?

How do we ensure that during co-learning, only useful information is
transferred, and not some undesirable bias? This may become a bigger
issue in low-resource settings.

How can we know if co-learning has succeeded? Or failed? What
approaches could we develop to visualize and probe the success of co-
learning?

How can we formally, empirically, or intuitively measure the additional
information provided by auxiliary modality? How can we design controlled
experiments to test these hypotheses?

What are the advantages and drawbacks of information transfer during co-
learning? Consider not just prediction performance, but also tradeoffs with
complexity, interpretability, fairness, etc.

Does my muitimodal model learn cross-modal
interactions? It's harder to tell than you might think!
What Does BERT with Vision Look At?
Multiplicative Interactions and Where to Find Them
Cooperative Learning for Multi-view Analysis
Vision-and-Language or Vision-for-Language? On
Cross-Modal Influence in Multimodal Transformers
Seeing past words: Testing the cross-modal
capabilities of pretrained V&L models on counting
tasks

Multimodal Prototypical Networks for Few-shot
Learning

SMIL: Multimodal Learning with Severely Missing
Modality

Multimodal Co-learning: Challenges, Applications
with Datasets, Recent Advances and Future
Directions

Vokenization: Improving Language Understanding
with Contextualized, Visual-Grounded Supervision
What Makes Multi-modal Learning Better than Single
(Provably)

Found in Translation: Learning Robust Joint
Representations by Cyclic Translations Between
Modalities

Zero-Shot Learning Through Cross-Modal Transfer
12-in-1: Multi-Task Vision and Language
Representation Learning

A Survey of Reinforcement Learning Informed by
Natural Language

https://cmu-multicomp-lab.github.io/adv-mmmli-course/spring2022/
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