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Lecture Schedule

Classes Tuesday Lectures Thursday Lectures
Week 1 Course introduction Multimodal applications and datasets
8/30 & 9/1 e Multimodal core challenges o Research tasks and datasets
e Course syllabus o Team projects
Week 2 Basic concepts: neural networks Unimodal representations
9/6 &9/8 o Loss functions and neural networks

Read due: 9/9

Week 3

9/13 & 9/15
Read due: 9/16

Week 4
9/20 & 9/22

Week 5
9/27 &9/29
Read due: 9/30

Week 6
10/4 & 10/6

o Gradient and optimization
Unimodal representations

o Language representations

o Signals, graphs and other modalities
Multimodal representations

o Coordinated representations

o Multimodal fission

Project hours (Research ideas)

Multimodal aligned representations
e Multimodal transformers
o Video and graph representations

« Dimensions of heterogeneity

e Visual representations

Multimodal representations

e Cross-modal interactions

e Multimodal fusion

Multimodal alignment

o Explicit alignment

e Multimodal grounding

Aligned representations

o Self-attention transformer models
o Masking and self-supervised learning
Multimodal Reasoning

e Structured and hierarchical models
« Memory models
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Lecture Schedule

Classes Tuesday Lectures Thursday Lectures
Week 7 Multimodal Reasoning Multimodal Reasoning
10/11 & 10/13 e Reinforcement learning o Logical and causal inference
Read due: 10/14 . .
o Discrete structure learning o External knowledge
Week 8 Fall Break — No lectures
10/18 & 10/20
Week 9 Generation Generation
10/25 &10/27 o Translation, summarization, creation o GANSs and diffusion models
o Generative models: VAEs e Model evaluation and ethics
Week 10
11/1&11/3
Week 11 Transference Transference
11/8 &11/10 o  Multi-task o Multimodal co-learning
Read due: 11/12 . . .
o Modality transfer e Co-training
Week 12 Quantification New research directions
11/15 &11/17 o Heterogeneity and interactions o Recent approaches in multimodal ML

Read due: 11/21 . .
e Biases and fairness
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Lecture Schedule

Classes Tuesday Lectures Thursday Lectures
Week 13 Thanksgiving Week — No Class —
11/22 & 11/24
Week 14 Language, Vision, and Actions Multimodal Language Grounding
11/30&12/2 o Robots, navigation and embodied Al e Grounded semantics and pragmatics
e Guest lecturer: Yonatan Bisk e Guest lecturer: Daniel Fried
Week 15 Project presentations (final) Project presentations (final) Final assignment due
12/6 & 12/8
Proj. due: 12/11 on Sunday 12/11
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Final Project Report (Due Sunday 12/11 at 8pm)

Main goals:

1. Produce a research paper which will motivate your research problem,
describe the prior work, present your research contributions, explain the
details of your experiments, and discuss your results.

2. Novel research ideas (N-1 new ideas for N students)
= Novel algorithm
= Novel application

3. Incorporate feedback from previous milestones

4. Compare to multimodal baselines from midterm report
1. Did the proposed ideas solve the errors highlighted in error analysis?
2. Broader implications of proposed ideas.
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Final Project Presentations (Tuesday 12/6 and Thursday 12/8)

Main objective:
= Present your research ideas to the broad community
= Focus on only one (or few) of your new research ideas
= All students should present and answer questions
= All presentations are in person (no remote presentations)
= Non-presenting students will be asked to give feedback

Presentation length:
= 30-seconds elevator pitch
= 4-minute full presentation — all students should present

= Best poster award each day! (1 extra day for final report)

Language Technologies Institute 7



Last Reading Assignment

= Four main steps for the reading assignments
= Monday 8pm: Official start of the assignment
= Wednesday 8pm: Select your paper
= Friday 8pm: Post your summary
= Monday 8pm: Post your extra comments
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Advanced Topics in Multimodal ML (11-877)
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Advanced Topics in MultiModal
* Machine Learning

11-877 - Spring 2022 - Camegie Mellon University

Multimodal machine learning (MMML) is a vibrant multi-disciplinary research field which addresses some of the
original goals of artificial intelligence by integrating and modeling multiple communicative modalities, including
language, vision, and acoustic. This research field brings some unique challenges for multimodal researchers given
the heterogeneity of the data and the contingency often found between modalities. This course is designed to be a
graduate-level course covering recent research papers in multimedal machine leamning, including technical challenges
with representation, alignment, reasoning, generation, co-learning and quantifications. The main goal of the course is
to increase critical thinking skills, knowledge of recent technical achievements, and understanding of future research

directions.

« Time: Friday 10:10-11:30 am

+ Location: Virtual for the first 2 weeks (find zoom link in piazza), GHC 5222 thereafter

» Discussion and Q&A: Piazza

« Assignment submissions: Canvas (for registered students only)

+ Contact: Students should ask all course-related questions on Piazza, where you will also find announcements.

Instructor Louis-Philippe Morency
A Email: morency @cs.cmu.edu

Instructor Paul Liang
Email: pliang@cs.cmu.edu

Instructor Amir Zadeh
Email: abagherz@cs.cmu.edu

1/28 Week 2: Cross-modal interactions [synopsis]

What are the different ways in which modalities can interact with each other
in multimedal tasks? Can we formalize a taxonomy of such cross-modal
interactions, which will enable us to compare and contrast them more
precisely?

What are the design decisions (aka inductive biases) that can be used when
modeling these cross-modal interactions in machine learning models?
What are the advantages and drawbacks of designing models to capture
each type of cross-modal interaction? Consider not just prediction
performance, but tradeoffs in time/space complexity, interpretability, etc.
Given an arbitrary dataset and prediction task, how can we systematically
decide what type of cross-modal interactions exist, and how can that inform
our modeling decisions?

Given trained multimodal models, how can we understand or visualize the
nature of cross-modal interactions?

2/4  Week 3: Multimodal co-learning [synopsis]

What are the types of cross-meodal interactions involved to enable such co-
learning scenarios where multimodal training ends up generalizing to
unimedal testing?

What are some design decisions (inductive bias) that could be made to
promote transier of information from one modality to another?

How do we ensure that during co-learning, only useful information is
transferred, and not some undesirable bias? This may become a bigger
issue in low-resource settings.

How can we know if co-leamning has succeeded? Or failed? What
approaches could we develop to visualize and probe the success of co-
leaming?

How can we formally, empirically, or intuitively measure the additional
information provided by auxiliary modality? How can we design controlled
experiments to test these hypotheses?

What are the advantages and drawbacks of information transfer during co-
learning? Consider not just prediction performance, but also tradecffs with
complexity, interpretability, fairess, etc.

.

.

.

.

Does my multimodal model learn cross-modal
interactions? It's harder to tell than you might think!
What Does BERT with Vision Look At?
Multiplicative Interactions and Where to Find Them
Cooperative Learning for Multi-view Analysis
Vision-and-Language or Vision-for-Language? On
Cross-Modal Influence in Multimodal Transformers
Seeing past words: Testing the cross-modal
capabilities of pretrained V&L models on counting
tasks

Multimodal Prototypical Networks for Few-shot
Leamning

SMIL: Multimodal Learning with Severely Missing
Modality

Multimedal Co-learning: Challenges, Applications
with Datasets, Recent Advances and Future
Directions

Vokenization: Improving Language Understanding
with Contextualized, Visual-Grounded Supervision
What Makes Multi-modal Learning Better than Single
{Provably)

Found in Translation: Learning Rebust Joint
Representations by Cyclic Translations Between
Modalities

Zero-Shot Learning Through Cross-Modal Transfer
12-in-1: Multi-Task Vision and Language
Representation Learning

A Survey of Reinforcement Learning Informed by
Matural Language

https://cmu-multicomp-lab.qgithub.io/adv-mmml-course/spring2022/
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https://cmu-multicomp-lab.github.io/adv-mmml-course/spring2022/

New Course: Artificial Social Intelligence (11-866)

= Seminar-style course (reading discussions)
= Fridays 3pm
= Two versions:

= 6-credit version: reading discussions only
= 12-credit version: + independent study (team course project)

Open to all students (but only registered students)

More details in the coming weeks...
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Representation Fusion



Balanced Multimodal Learning via On-the-fly Gradient Modulation

Modality dominance Under-optimized unimodal representations
(even when multimodal model performs better)

Modality A A

omiar AN 1 —
| m Prediction
Modality B ‘ ﬁ EEEN

(weak) )
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Balanced Multimodal Learning via On-the-fly Gradient Modulation

Modality dominance Under-optimized unimodal representations
(even when multimodal model performs better)

Modality A
(dominant)

Modality B
(weak)

A - oumm

‘fB

M>I [ ] — Prediction

= f(xg,xp) =Wy fa(xy) +wp - fp(xg) +b

Problem: The dominant modality (with largest weights W, or W)
gets most of the gradient updates
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Balanced Multimodal Learning via On-the-fly Gradient Modulation

Problem: The dominant modality (with largest weights W, or W)
gets most of the gradient updates

wHl =wkt—n. Vi ,L

1 AL Af(ad,xb)
=Wa—m '_z T
NLof G ah) Wi

The gradient for each modality is
weighted by the joint discriminative
loss

dL
—u 0f (xA' xBJ

N fa(xa)

This joint discriminative loss is
dependent on the weights W, or Wg

\
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Balanced Multimodal Learning via On-the-fly Gradient Modulation

Problem: The dominant modality (with largest weights W, or W)
gets most of the gradient updates

Solution:  Weight the gradient based on its contribution to the
learning objective

Wi = Wf = kf Vi L

l

g On-the-fly Gradient Modulation (OGM) A
monitor discrepancy of each modality’s
9 contribution to the objective )
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Balanced Multimodal Learning via On-the-fly Gradient Modulation

Solution:  Weight the gradient based on its contribution to the
learning objective

Wit =Wy —n-kf-Vy L

Hyper-parameter
for modality u,

Ratio computed 3 v 1 . /u .
over a batch B, pv = &i€Be ¢ gr—J 1-tan (a-pf) p¥ >
E. s% 1 others,
e By Vi
M fA b
contribution from a ¢ = 1y, - softmax(W - o7 (0%, zf) + 5k
k=1
M
contribution from v sV =) lg—y, - softmax(Wy - ¢} (0%, 27) + )k;
k=1
/B
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Balanced Multimodal Learning via On-the-fly Gradient Modulation

Dataset CREMA-D VGGSound
Method Acc mAP Acc mAP : : .
Audio-only 52.5 54.2 443 48.4 / EXtra Contrl bUtlon : \
Visual-only 41.9 43.0 31.0 34.3 I I
Baseline 50.8 52.6 48.4 51.7 Genera“zatlo n
Concatenation 51.7 53.5 49.1 52.5 E N h ancemen t (G E)
Summation 51.5 53.5 49.1 52.4
FiLM [32] 50.6 52.1 48.5 51.6 . d d .
LW T BaselineT 544 562 | 501 535 INntroduce extra dynamic
(“.D Concatenationt 61.9 63.9 50.6 53.9 GaUSS|an n0|se to av0|d
= | Summationt 622 643 | 504 536 _ _
S FILM 556 574 | 500 529 \generalization drop W,

Achieve considerable improvement
over common fusion methods on
different multimodal tasks
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Geometric Multimodal Contrastive Representation Learning

H—@

Challenge: To help with robustness, we would like the unimodal
representations (z, and zg) to be close to the
multimodal representation z

Modality A A encoder

fa

Modality B . encoder

f

But in practice, they end up not being aligned!
(related to the “heterogeneity” gap)
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Geometric Multimodal Contrastive Representation Learning

Solution: Align the unimodal and

multimodal representations
through contrastive learning
- Prediction @

Modality A A [ELeerr

fa

Modality B . encoder

Geometrically misaligned Aligned
" - » "t *
o 1T _ - g |
tﬁ&‘gg - \"0.: "h’..‘o. 0 . ’ ‘
© way- - ® MVAE > %ﬂ s % MFM . GMC
o ‘@ o TR ade ® w e
o S N o Proposed approach
O Complete H Visual
Z Z
A
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Geometric Multimodal Contrastive Representation Learning

......................................

f g contrast E
5 @ __________ - @ E 7
5 fr:2 g 16 T - 7
hy. | -4 L |- :
e 5] — - GMC 5 m

i
|

M B Vo :
Sm,1:M (2,1 .. .. .o
EGMC(B) — Z Z — lOg 1 M( ) L > Z(Sm,le(Z,J) + Sm,m(za]) + SI:M,I:M(?'JJ))

negative pairs
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Measuring Non-Additive Interactions

_ Nonlinear fusion:
Modality A [N R
xA Nonlinear y = f(xA'xB) » )f
fusion Jo '
Modality B [ Additive fusion:
B Yy = fa(xy) + fp(xp)

Projection from nonlinear to additive (using EMAP):

fxy, x5) = E[f(xA,xB)] + E[f(xA»xB)]

fa(x4) Ifli:ZI fe(xp) R ,, .

‘ ‘I ‘/
/ J K y ) 7

Hessel and Lee, Does my multimodal model learn cross-modal interactions? It's harder to tell than you might think!, EMNLP 2020
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Measuring Non-Additive Interactions

_ Nonlinear fusion:
Modality A [

X4 . y = f(x4,%p) Al
Nonlinear
fusion @ DI )
Modality B [TTIT] Additive fusion: '
x . A A
B = fa(x4) + fp(xp)
I-INT I-SEM I-CTX T-VIS R-POP T-ST1 T-ST2
Nonlinear é== Neural Network
Polynomial ¢== Polykernel SVM 91.3, 744 81.5 — 80.9
Nonlinear ¢mm FT LXMERT
Nonlinear ¢== | 4+ Linear Logits ,53.4, 64.1 755,
/ \_/ Always a
Additive ¢ Linear Model 904 /| 728 /| 809/ [s1. 3) 637) [ 7. 6\) 76.1 =D 400d baseline!
Best Model 91.3 74. 4 81.5 53 4 64.2 75.5 80.9 ifference
| L + EMAP 91.1 74.2 81.3 1.0 64.1 75.9 80.7 ol

Hessel and Lee, Does my multimodal model learn cross-modal interactions? It's harder to tell than you might think!, EMNLP 2020
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Learning Non-additive Bimodal and Trimodal Interactions

C Ariariti : Unimodal Bimodal Trimodal
ldea: iE:g)rral_t(l:fi?)r?émpler (additive) (non-additive) (non-additive)
residual residual

Multimodal Sl s u— ] TN

Residual > [L(y; yuni)]_l'[ (e Yun , Vi ) + LY — Yuni — ﬁbiiytri)

Vuni m Vbi m Veri — @

Optimization

- @

Modality A [

=1 i §

XA l
Modality B x_B >Z XB,»XC ‘ Z xA,xB,xc‘ Viri
Modality C EEEm X4, XB q J

Xc

Wortwein et al., Beyond Additive Fusion: Learning Non-Additive Multimodal Interactions, Findings-EMNLP 2022
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Representation Fusion,
Transference and Generation



Auto-encoder

Real Latent
image space

| | Synthesized
Decoder image

\ ¥ L0\

T

After learning this autoencoder,
can | input any z vector in the decoder?
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Variational Autoencoder

Parameterized as Gaussian probability density

Latent
space

Real
image

‘4 qo(z]x)

\

— KL loss

Normal(u, o)
Synthesized
Decoder J—@ image
Py (x|Z)

v

~’ "
|

%

Graphical model representation?

p(z) = Normal(0,1) —

(Normal distribution)

___________
- ~~\

Language Technologies Institute



Multimodal VAE (MVAE)

u o
(2) L}
p¢1(x1|z) p¢2(x2|z) PoG
| A b
Ho Op M1 O Mz Oz ees Uy Oy
@ @ bttt b
E, E, E,
f f |
What will be the encoder? X, X, Xy

Product of expert (PoG) to combine the variational parameters from
the unimodal encoders

[Wu, Mike, and Noah Goodman. “Multimodal Generative Models for Scalable Weakly-Supervised Learning.”,
NIPS 2018]
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Learning Multimodal VAEs

Joint distribution

— Some

Encoded ‘
modality 1
combination . ,
—, (e.g. product,
Encoded A concatenation)
modality 2

me
.

But what it one of the modalities Is only partially observed at train/test ti

4
ﬁ

What It we allow each modality to help model the oth
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Learning Multimodal VAEs Through Mutual Supervision

Cue in semi-supervised VAES:

Modality 1

(e.g.image) |
Generation (solid arrows): Latent representation of s (image)

p(s,z,t) = p(s|z) p(z|t) p(t) is supervised by t (caption)
)
. N
Captioning (dashed arrows): Latent representation of t (caption) e
p(t,z|s) = p(t|z) p(z|s) is supervised by the s (image) <
“A train travelling down
a track next to a forest”
Information flows in both directions: Latent

q,(t | 2) Modality 2

s (image) — z (latent)— t (caption) (e.g. text)

t (caption) — z (latent) — s (image)
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Learning Multimodal VAEs Through Mutual Supervision

Cross-modal generation results

Datasets
W O [ 2 3 4 5672 ¢ pmll L =HT 0
MNIST-SVHN A |
Output Input Output

being this bird has a bird . ) ) )

brown and and and very short gg;zsisaidb;rieglizag red - a

beak. . \
CuB

fhat &SP Blask ahd Has &t apd yellow bottom with black
lines , the head and beak
orange belly.

distinct this bird has wings this bird has & nlack rop i
—>
are small. =

most this bird has wings this is a large black bird o
that are green and has an with a long neck and bright 5 |
red belly orange cheek patches.
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Discretization (aka Segmentation)

Common assumptions: (1) Segmented elements

L A A ..
A e
© 0 0..

Medical imaging Signals
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Discretization and Representation — Cluster-based Approaches

HUBERT: Hidden-Unit BERT

QO 00 G4

linear linear
Z Zy Z3 Zy Zs

K-mean

‘99 ° clustering
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LEARNING AUDIO-VISUAL SPEECH REPRESENTATION BY MASKED MULTIMODAL CLUSTER PREDICTION

How do we get target cluster IDs ? (Iteration 1)

MULTIMODAL (o k| C15 C80 C80 C27 <
CLUSTER IDS

masked prediction loss (cross entropy)

CONTEXTUALIZED
AUDIO-VISUAL
REPRESENTATIONS v
transformer K - Means clustering from
MFCC features

audio-visual fusion

alnitg ResNet FEN
B =
FRAME # 1 2 3 4 5 1 2 3 4 B
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LEARNING AUDIO-VISUAL SPEECH REPRESENTATION BY MASKED MULTIMODAL CLUSTER PREDICTION

How do we target cluster IDs in a Multimodal way? (Iteration 2)

MULTIMODAL (o k| C15 C80 C80 C27 <
CLUSTER IDS

masked prediction loss (cross entropy)

CONTEXTUALIZED
AUDIO-VISUAL
REPRESENTATIONS

K-Means clustering AV-
Hubert’s layer 9 output from
the last iteration

transformer
audio-visual fusion

alnitg ResNet FFN
B =
FRAME # 1 2 3 4 5 1 2 3 4 B
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LEARNING AUDIO-VISUAL SPEECH REPRESENTATION BY MASKED MULTIMODAL CLUSTER PREDICTION

concat(f’,f’)  withpy,

MULTIMODAL cu Cci5 Cc80 C80 C27 ftav = 4 concat (ftaa 0) with (1 _pm)pa
crosTER S - ’ concat(0,f)  with (1 —py)(1—pa)

masked prediction loss (cross entropy)

CONTEXTUALIZED
AUDIO-VISUAL
REPRESENTATIONS

transformer

audio-visual fusion
”~ 7
_—— =
4 5

MASKED
FRAME

FRAME #
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Coordination with Contrastive Learning

Contrastive loss:

ey brings closer and
pushes negative pairs apart

Modality A A encoder

fa

Modality B . encoder

fs Zp Popular contrastive loss: InNfoNCE
: N
Paired data: {A ., @} o AN, o sim(zy,zp)
. L = - Oy——777—7—
(e.g., images and text descriptions) N -~ ZIIV=1 sim(z}, Z;Jg) L
A o negative pairs

A 9 and
A ©

A 0 Positive pairs sim(zy, zg) = e(ZA'ZB/i)

A e «—— Negative pairs

temperature
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Mind the Gap: Understanding the Modality Gap in Multi-modal Contrastive
Representation Learning ...

Modality Gap embeddings of different modalities are projected to
completely separate regions of the embedding space

; CLIP % VideoCLIP =5
A\ Natural Image - Text - Natural Video - Text
14

e

ConVIRT % § CLASP %
Medical Image - Text Amino-acid Sequence - Text

12

2 =

12

6 10
(b) 10 : R,
Initialization: 4 ] . e |
Pre-trained : 6 & N
= 4 L4 : \&
4 @
C 4 .
<0 2 ’
> 2
" 0 10 20 0 10 20 0 10 20 -5 0 5 10 15
UMAP 1
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Mind the Gap' Understanding the Modality Gap in Multi-modal Contrastive

Cone effect Different random Contrastive learning
Initializations ~ Optimizations

Vision Text . Vs e o = 8, /f\ P
© o« Transformer @ e p | :
Transformer Transformer S B P S ¢/ ! !
: 10 ,’“? : dhpaet -7:‘% :.: h‘ \ i :
60000 80000 ‘ . R 7%%, ar | ,-2-:.:?3.3 U . t E 1 i ..;2
. i . &Q?%gs; W LA R g \‘L.’._" 3.90

0

daras A : 10 -5 0 5 10 15 20 : 3.80 "\
125000 —— (a) Temp:]./loo \. l
60000 . L Text & . T 3.75 \‘h"““"'/i

. 0 R, : :
40000 -_— 0 40000 Avg =0 . 5 1 D - ::_:f{(‘ _L,)ég;q oy E E j
o 2008 o a» = : -2 0 2 385 * '
s o l L - : Euclidean distance L 7
I
]

100000

oo VG072 AV9=0 67 . Transformer ¢ 23 Y 0 2
25000 20000 : . S o o | § _
0 0 0.2% 050 ()1 1.00 5 . _.,»{i <& .E 2 % i ;: (C) Tetm p_l
D o i pers e E bt i ,i;
Cosine S|m|Ianty : > o =1 \\ ! . P
between all pairs D i & = , . -t :

(b) Temp=1/50
T
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Generation



Controllability during Generation

Layout Generation Different styles
"~ T R 47

et

Hudson & Zitnick, “Compositional Transformers for Scene Generation”. Neurips, 2022
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Image Generation

S |

Hudson & Zitnick, “Compositional Transformers for Scene Generation”. Neurips, 2022
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Image Generation

’
Z ——p Gs — e ! !! \-—b G2

Xgen
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Image Generation

Gy
&y

Zk

—bx» G2

Sgen
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Image Generation

G1
Z1

Zy
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Image Generation

get_layout

Sreanl,i Xreal,i

e —

| Lsm  Lsr Dse j- A D > L‘-‘D
Sgen'i xQen'i \

G2
Z;

Zk
Sgen
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GANFormer 2.0

Z;

Zk Structure Latents

G,

Language Technologies Institute

get_layout

Dsm

\J \J
Sreal,i Xreal,i

—> Lsm Lse

[+

Sgen

Style Latents

Xgen

Hudson & Zitnick, “Compositional Transformers for Scene Generation”. Neurips, 2022




Controllability during Generation

Layout Generation Different styles
"~ T R 47

et

Hudson & Zitnick, “Compositional Transformers for Scene Generation”. Neurips, 2022
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Transparency and Interpretability

Hudson & Zitnick, “Compositional Transformers for Scene Generation”. Neurips, 2022



Multimodal Benchmarks



Ego4D: Around the World in 3,000 Hours of Egocentric Video

Ego4D: New in-the-wild benchmark-suite with 3,670 hours of egocentric video

Eye gaze Video 3D meshes Stereo Audio

Q‘I = Nl
Sewing / Knitting
OP S

Social interaction ~ Video + 3D scans
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Ego4D: Around the World in 3,000 Hours of Egocentric Video

Benchmarks
Video + Query — Episodic Memory —_—
e
Visual query Language query Moments query
WhenAvhere did & How many cups of When did | play with
| last see this? sugar did | add? the dog?

Hands and Objects

Video — : : : E—— i T ps b

(identify object state-changes) Bscondiion™ §¢# PR BBost-condition

A State-change: Plant removed from ground
. _ Audio-visual diarization : ]j
Audio +Video —  (ranscription, speaker detection, ————> oo OO o SRR o= 00
tracking) -
. . Forecasting =
Audio +video — (Locomotion, hand-movement) ) b5V

Locomotion Movements Hands Movements Short-Term Anticipation
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Multimodal Benchmarks



Learning to Explain:
Multimodal Reasoning via Thought Chain for Science Question Answering

QA process

Human: utilize the information available across different modalities to
synthesize a consistent and complete chain of thought (CoT)

DL models: black box like large-scale language models

ScienceQA
A new benchmark

Question: Which type of force from the -°->Answer: The answer is A.

baby's hand opens the cabinet door?
BECAUSE:

Options: (A) pull (B) push L rLecture: A force is a push or a pull that one object applies A
% q to a second object. The direction of a push is away from the

- N ~ |object that is pushing. The direction of a pull is toward the

Context: A baby wants to | | = 2N oobject that is pulling. )

know what is inside of a i
cabinet. Her hand applies |
a force to the door, and
the door opens.

L.

@ rExplanation: The baby's hand applies a foree to the cabinet ]
» door. This force causes the door to open. The direction of
J this force is toward the baby's hand. This force is a pull.

Language Technologies Institute




Learning to Explain:
Multimodal Reasoning via Thought Chain for Science Question Answering

Language Models with Chain of Thought

A chain of thought refers to coherent flow of sentences that reveals the
premises and conclusion of a reasoning problem.

Question: question : [7“%°

Options: (A) option : Ifft (B) option: Ifrft (C) option: If,ft

Context: context : I fom

Answer: The answer is answer : I*. BECAUSE: lecture : I,ﬁE'Ct explanation : I} "
Question: question : I/"*

Options: (A) option : Ifft (B) option: If;t (C) option: If:ft (D) option : Ifft
Context: context : JFon?

Answer:
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Learning to Explain:
Multimodal Reasoning via Thought Chain for Science Question Answering

Predicted Answer along with the Chain-of-Thought from GPT-3

Question: What do these two changes have in common?

bleaching clothes

a piece of apple turning brown

Options: (A) Both are only physical changes. (B) Both are caused by cooling. (C) Both are chemical changes. (D) Both are
caused by heating.

Answer: The answer is C. BECAUSE: A physical change is a change to a substance that does not change what the substance
is. A physical change only changes the substance’s physical properties, such as its size, shape, or color.

A chemical change is a change to a substance that changes what the substance is. A chemical change changes the substance’s
chemical properties, such as its chemical structure.

The changes that you listed are both chemical changes.

When you bleach clothes, the chemical structure of the fabric changes. This change makes the fabric less likely to hold color.
When a piece of fruit turns brown, the chemical structure of the fruit changes. This change makes the fruit taste different.
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Digitizing Smell
The Principle Odor Map



Learning an Embedding Space for Scent
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Sanchez-Lengeling, Benjamin, et al. "Machine learning for scent: Learning generalizable perceptual representations of small molecules." arXiv 2019
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Cross-modal Map Learning for Vision and Language Navigation

Common SOTA approach for Vision and Language navigation:

Natural language instruction
“Turn left after the couch and head — End-to-end pipeline ——
towards the kitchen”

Actions
walk_forward > turn_left > ...

Can we expect this module to learn mapping, planning and control?

Proposed cross-modal map learning:
Two multimodal soft-dot attention modules

/\

Egocentric Map
Prediction

Instruction + RGB-D: Language + predicted Instruction LY i‘ A
o 0 . . Turn right and exit the bathroom Path Prediction ’
predict the egocentric egocentric map: in the bedroom, Once i the

semantic map localize the next
(out-of-view regions) waypoint
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