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Who am I?
• Arpan Gujarati

‣ Research Associate in CS
‣ https://arpangujarati.github.io/

• Education
‣ BE from BITS Pilani, India
‣ PhD from MPI-SWS, Germany

- Saarland University
- TU Kaiserslautern

• Research Interests
‣ Real-time systems, distributed systems, fault tolerance, reliability analysis, and scheduling
‣ Domains: Cyber-physical systems, datacenter systems
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In this lecture, you will learn …
• Introduction to Cyber-Physical Systems (CPS)

• Real-time systems (RTS) and the problem of timing analysis

• Program analysis for estimating the Worst-case Execution Time (WCET)

• Reference

‣ Ch. 16, Introduction to Embedded Systems, 2nd Ed.

‣ Available online at LeeSeshia.org

• Acknowledgements for slides

‣ Max Planck Institute for Software Systems (© MPI-SWS)

‣ Real-time System Design (© CPEN 432)
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Cyber-Physical Systems



Cyber-Physical Systems
Tight and seamless integration
‣ Computation
‣ Networking
‣ Actuation and control
‣ Sensing of the physical world

Feedback 
control loops

Compute Sense

Actuate Physical 
world

Network



Example(CPS((1/3):(
(Automo6ve(Systems

• distributed*sensors*and*actuators

• many*driver*assistance*systems:
an34lock*breaking*system*(ABS),*
electronic*stability*control*(ESC),*
adap3ve*cruise*control,*adap3ve*light*
control,*lane*departure*warning,*X4by4
wire*...*➞*complex(interac.ons

• Safety*determined*by*physics!

©"MPI&SWS"2014 8
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Example(CPS((2/3):(
(Power(Grid

• constantly*changing*demand*and*supply

• limited*power*line*capacity

• supply*must*be*controlled*and*adjusted

• inherently*distributed*and*7me8cri7cal

• possibility*of*cascading*failures
(➞*2003*US*&*Canada*power*outage)

• The*physics*of*power*transmission*
determine*and*limit*safe*opera7on.

©"MPI&SWS"2014 11
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Example(CPS((3/3):(Precision(Agriculture
• current(agricultural(prac.ces(waste(large(amounts(of(water,(seed,(
fer.lizer,(and(toxins

• large(nega.ve(economic(and(environmental(impact

• precision)agriculture:(use(GPS,(drones,(and(autonomous(vehicles(
to(cut(down(on(waste

• distributed(sensing,(mapping,(decision(making,(and(control

©"MPI&SWS"2014 13
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Cyber&Physical.Systems.—.Challenges.(1/3)

• physical*processes*are*con$nuous*(typically*modeled*as*
differen4al*equa4ons),*whereas*so:ware*and*computers*are*
discrete*(typically*modeled*as*automata)

• nature*is*concurrent*—*concurrency*is*inherent*in*CPSs

• nature*doesn't*stop*or*slow*down*—*$meliness*is*cri4cal*

• communica4on*and*computa4on*takes*4me*—*implementa$on1
performance*maAers*and*cannot*be*"abstracted*away"

©"MPI&SWS"2014 30
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Cyber&Physical.Systems.—.Challenges.(2/3)
• stuff&happens&—&must&deal&with&noise,&delays,&breakdowns,&…

• the&digital&components&are&o;en&distributed&—&par<al&failures

• limited&energy,&size,&weight,&cost&budgets&—&resource+constraints

• CPS&are&o;en&part&of&a&larger&system&—&open+systems&interfacing&
with&other,&independent&systems

• a#ackers)might)target)cri/cal)infrastructure)—)security)concerns

©"MPI&SWS"2014 31
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Cyber&Physical.Systems.—.Challenges.(3/3)

• o#en&too&large&and&too#important#for#trial#and#error&—&cannot&
build&a&copy&of&the&power&grid,&cannot&afford&autonomous&vehicle&
failures

• by&defini=on&CPSs,&interact&with&and&control&the&real&world&—&
many&CPSs&are&thus&safety0cri2cal

• cer2fica2on&requirements&—&must&meet&stringent&correctness&
and&documenta=on&criteria

©"MPI&SWS"2014 32
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Real-Time Systems and 
Timing Analysis



CPS$vs.$General.Purpose$Compu3ng

"When&studying&CPS,&certain&key&problems&emerge&that&are&rare&in&
so;called&general;purpose&compu<ng.&For&example,&in&general;

purpose&so@ware,&the$%me$it$takes$to$perform$a$task&is&an&issue&of&
performance,&not&correctness.&It&is&not&incorrect&to&take&longer&to&
perform&a&task.&It&is&merely&less&convenient&and&therefore&less&

valuable.&In&CPS,&the&<me&it&takes&to&perform&a&task&may&be&cri%cal&
to&[the]&correct&func<oning&of&the&system."Der11

—"Patrica"Derler"et"al.,"2011"(emphasis"added)
Der11%P.%Derler%et%al.%(2011).%Modeling%Cyber–Physical%Systems.

©"MPI&SWS"2014 27
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What are Real-Time Systems? [1/3]
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What are Real-Time Systems? [2/3]

• The time it takes to perform a task is

‣ not just an issue of performance 
‣ but critical to the correct functioning of the system

• Examples

‣ Airbag deployment in cars, processing of sensor data in drones, etc.

• Challenges

1. Can we engineer the system such that it always satisfies “timing constraints”?

2. Can we prove in advance that the system will always satisfy “timing constraints”?
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What are Real-Time Systems? [3/3]

Timing constraint: The status LED blinks every 
5ms, and continues blinking for precisely 1ms

5ms

1ms

5ms

1ms

5ms
1ms

t0

Model the system and the workload

‣ # instructions in the blinking code?

‣ Is there an OS? # instructions 

between calls to the blinking code?

‣ Processor speed? Time to execute a 

single instruction? Caching effects?

‣ Ignore unnecessary details …


- Can we ignore the GPU?

- Disable interrupts and ignore?

For the given model 
‣ Prove that the specified timing 

constraint is always satisfied

≈
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Timing Analysis
• WCET analysis 
‣ Given a hardware platform and the implementation of a task, for at most how long will 

a single job execute (in isolation)?  

• Schedulability analysis 
‣ Given multiple tasks and the WCET for each task, is it possible to host them on the 

same hardware platform?

• Ambiguous terminology

‣ “Timing Analysis” can refer to either or both types of analyses    



WCET Analysis



Execu&on)Time)HistogramWil08

Worst-Case Execution Time Problem · 3
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Fig. 1. Basic notions concerning timing analysis of systems. The lower curve represents a subset of
measured executions. Its minimum and maximum are the minimal observed execution times and
maximal observed execution times, resp. The darker curve, an envelope of the former, represents
the times of all executions. Its minimum and maximum are the best-case and worst-case execution
times, resp., abbreviated BCET and WCET.

The literature on timing analysis has created a confusion by not always making
a distinction between worst-case execution times and estimates for them. We will
avoid this misnomer in this survey.

We will use the term timing analysis for the process of deriving execution-time
bounds or estimates. A tool that derives bounds or estimates for the execution
times of application tasks is called a timing-analysis tool. We will concentrate on
the determination of upper bounds or estimates of the WCET unless otherwise
stated. All tools described in Section 6 with the exception of SymTA/P offer
timing analysis of tasks in uninterrupted execution. Here, a task may be a unit of
scheduling by an operating system, a subroutine, or some other software unit. This
unit is mostly available as a fully-linked executable. Some tools, however, assume
the availability of source code and of a compiler supporting a subsequent timing
analysis.

Organization of the article

Section 2 introduces the problem and its subproblems and describes methods be-
ing used to solve it. Sections 3 and 4 present two categories of approaches, static
and measurement-based. Section 6 consists of detailed tool descriptions. Section 7
resumes the state of the art and the deployment and use in industry. Section 8
lists limitations of the described tools. Section 9 gives a condensed overview of the
tools in a tabulated form. Section 10 explains, how timing analysis is or should
be integrated in the development process. Section 11 concludes the paper by pre-
senting open problems and the perspectives of the domain mainly determined by
architectural trends.

ACM Transactions on Embedded Computing Systems, Vol. V, No. N, Month 20YY.

Wil08&R.&Wilhelm&et&al.&(2008).&The&Worst5Case&Execu;on&Time&Problem&—&Overview&of&Methods&and&Survey&of&Tools.

©"2014"B."Brandenburg"(MPI5SWS) 3



Terminology

WCET%=%maximum%ever%observed%(on%target%pla9orm)

BCET%=%minimum%ever%observed

ACET%=%average,%dependent%on%input,%BCET%≤%ACET%≤%WCET

It’s%important%to%dis.nguish%between%bounds%(or%es(mates)%and%the%
actual%WCET/BCET.
➞%Safety:%bound%≥%actual.
➞%Tightness:%bound%close%to%actual%value.

©"2014"B."Brandenburg"(MPI5SWS) 4



WCET%Analysis%Challenges

Two$issues$must$be$considered:
➞$so#ware(behavior$(control$flow)
➞$hardware(.ming$(basic$block$bounds).

Processor'caches,"out,of,order"processor"pipelines,"specula1ve'execu1on
➞"move"the"ACET"closer"to"the"BCET"(and"may"even"reduce"the"BCET)
➞"typically"make"the"WCET"worse
➞"increase"the"span"between"ACET"and"WCET.

Caches'and'specula-on'make'the'precise'-ming'more'dependent'on'the'
execu-on'history,'which'is'difficult'to'predict'precisely.

©"2014"B."Brandenburg"(MPI5SWS) 5



Typical(So+ware(Restric2ons
• no$recursion

• no$unbounded$loops

• no$func0on$pointers$/$virtual$method$dispatch

• no/restricted$pointer$aliasing

• no$dynamic$linking

• no$dynamic$memory$management

©"2014"B."Brandenburg"(MPI5SWS) 6



Programs as Graphs
 If  is even:  
 If  is odd:   

e be = (b2) e
2

e be = b × (b2) e − 1
2

Control-Flow 
Graph

Each node is a 
basic block



Optimization Formulation [1/3]
• Let  denote the CFG

‣  and 

G = (V, E)
n = |V | m = |E |

• Let X  be a vector of 
variables recording execution counts

‣  = no. of times basic block  is executed

= (x1, x2, …, xn)

xi i

• X is valid if its elements correspond to a 
feasible execution of the program

‣ E.g., in the CFG on the right, for a valid X


- , , x1 = x6 = 1 x2 = x3 + 1 x3 = x5

Control-Flow 
Graph

Each node is a 
basic block



Optimization Formulation [2/3]
• Flow constraints


‣ Unit flow at source:  and 


‣ Conservation of flow: 


-  = no. of times the edge from node  to  is executed


-  and 

x1 = 1 xn = 1
xi = ∑

j∈Pi

dji = ∑
k∈Si

dik

di,j i j
P1 = ∅ Sn = ∅

• E.g., in the CFG on the right

‣  and 

‣   and 

‣  and 

‣  and 

x1 = 1 x6 = 1
x1 = d12 x2 = d12 + d52 = d23 + d26
x3 = d23 = d34 + d35 x4 = d34 = d45
x5 = d35 + d45 = d52 x6 = d26

• One valid solution: X = (1, 2, 3, 0, 1, 1)

Control-Flow 
Graph

Each node is a 
basic block



Optimization Formulation [3/3]
• Let  be an upper bound on the execution 

time of basic block 


‣ WCET = maximum possible  over all valid X

wi
i

n

∑
i=1

wixi

• Linear programming (LP) formulation


‣ Find X that gives  


‣ Subject to  and 

max
xi, 1≤i≤n

n

∑
i=1

wixi

x1 = xn = 1 xi = ∑
j∈Pi

dji = ∑
k∈Si

dik

• Drawbacks?

Control-Flow 
Graph

Each node is a 
basic block



Logical Flow Constraints [1/2]
 If  is even:  
 If  is odd:   

e be = (b2) e
2

e be = b × (b2) e − 1
2

Control-Flow 
Graph

Each node is a 
basic block

 How many times  
 around the while loop? 

   x3 ≤ 32



Logical Flow Constraints [2/2]

 Are there any 
 infeasible paths? 



Logical Flow Constraints [2/2]

 Are there any 
 infeasible paths? 

    d12 + d34 ≤ 1



Bounds for Basic Blocks
• How to estimate upper bound  on the execution time of basic block ?


• Challenges

‣ Requires detailed micro-architectural modelling

‣ Cache miss versus a hit can change latency by a factor of 100


- If the analysis does not differentiate between cache hits and misses, the computed bound may be a 
hundred times larger than the actual execution time

wi i



Examples
Assuming x is not NULL


‣ Draw the Control Flow Graph for this program.

‣ Is there a bound on the number of iterations of 

the while loop? Justify your answer?

‣ How many total paths does this program have? 

How many of them are feasible, and why?

‣ Write down the system of flow constraints, 

including any logical flow constraints, for the 
control-flow graph of this program?



Summary
• Introduction to Cyber-Physical Systems (CPS)

• Real-time systems (RTS) and the problem of timing analysis

• Program analysis for estimating the Worst-case Execution Time (WCET)

• Reference

‣ Ch. 16, Introduction to Embedded Systems, 2nd Ed.

‣ Available online at LeeSeshia.org

• Acknowledgements for slides

‣ Max Planck Institute for Software Systems (© MPI-SWS)

‣ Real-time System Design (© CPEN 432)
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• Email: arpanbg@cs.ubc.ca 
• Web: https://arpangujarati.github.io/
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