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Administrative Stuff
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Primary TAsS

= Each team will have one primary TA

= Contact your primary TA anytime
= Groups were created in Piazza for each team

= Some projects may have a secondary TA, with
complementary expertise

Schedule a meeting with your Primary TA this week!
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First Project Assignment

Due date: Sunday 9/24 at 8pm

| e two maill [
Four main sections: and researct
= Introduction
= Related work # teammates
= Experimental setup
= Research ideas age limit depent

Follows ICML paper format
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Team Meetings with Instructor

= No lecture on Tuesday 10/3

= 15-mins meeting with instructor
= Optional, but highly suggested
= Not all teammates are required to attend

= Meetings next week: Wednesday 9/27 until Friday 9/29
= Signup form will be shared via Piazza
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Lecture objectives

= A quick review
= Connections, coordinated representations and mutual information
= Modality interactions and factorized representations

* Discrete alignment

= Local alignment
= Coordinated representations; hard and soft attention
= Global alignment
= Assignment problem and optimal transport
= Continuous alignment
= Continuous warping
= Dynamic time warping
= Discretization and segmentation
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A Quick Review



Multimodal is the scientific study of

heterogeneous, connected and interacting data

4 )

Z

Interacting
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Connected
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Connections between Modalities

Connections?
e (associations)

» knowledge of one modality provides information about the other modality
shared

unique m
i Connections are part of the data... and models will try to learn them. h

Connection types:
[ e Co-occurrence ]

e (Correlation

e Causality

@ Relationship

Modality A unique

Modality B

Strongly
Connected
Inconnected

Weakly
Connected




Coordinated Representations — Example: CLIP

Language A [ELLL] Popular contrastive loss: InfoNCE

fi | r ) |
. r 1 l sim(zy,z%)
encoder @ = TN 0g ; ;
- Z, N £ |Z’}’:15,Lm(zﬁl,zé) \l

V

Visual
(image)

negative pairs

Connected modalities: and

é )
Images A

Language
\gg.J

Radford et al., Learning Transferable Visual Models From Natural Language Supervision, arxiv 2021
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Coordinated Representations — Example: CLIP

Language A [ELLL] Popular contrastive loss: InfoNCE

fL

N o
1 sim(zy,zg)
Visual " M encoder L= N log v 7
(image) fV i=1 j=1 Slm(zA' ZB)

CLIP tocuses on

e b

Connected modalities:

~ A
Images A . . . , .
shared Mutual information I(X;Y)
\Language .)
E llog PXY(x,y)
XY
Py (x)Py(y)
il More about connections and alignment today!
Language Technologie




Modality Interactions

- - Interactions taxonomy:
@ prediction .
A Level 1. Response(s) and Input Modalities
BRI representation
Q0 Co-occurrence
i uts response : Modality A U Redundancy
P L modality . z Q Dominance
) Modallty & O Emergence
Interactions happen
during inference! Level 2: Interactions — Internal Mechanics
(from human or model) - N\ O Additive

d Nonlinear

O Multiplicative
A m @ d Polynomial
. . O i
Interactions require more - /
than the input modalities! Level 3: Contextualized Interactions

A A A.. O Temporal

O Hierarchy
O Multimodal
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Modeling Interactions — Response and Input Modalities (Level 1)

Information theory as a framework
for modeling Level 1 interactions
between input modalities and
responses

Task-relevant unique information

[(A;Y|®)

r ~
Modality A A\

Modality B
L yB @ )

/Mutual information...\

k...but without @ /
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Modeling Interactions — Response and Input Modalities (Level 1)

Task-relevant unique information

[(A;Y]|®)

r a
Modality A A\

Modality B
L yB @ )

Task-relevant unique information

I(®;Y|A)
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Modeling Interactions — Response and Input Modalities (Level 1)

Task-relevant unique information

[(A;Y]|®)

r a
Modality A A\

Modality B
L yB @ )

Task-relevant shared information
I(A;®;Y)

...but how to compute this
3-way mutual information?

Task-relevant unique information

I(®;Y|A)
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Modeling Interactions — Response and Input Modalities (Level 1)

Task-relevant unique information

[(A;Y|®)

Partial Information
Decomposition (PID)

I(A;®;Y)=R—-S

factorizes 3-way mutual
Information into:

Task-relevant shared information
[(A;®;Y)
...but how to compute

3-way mutual information?
Task-relevant unique information

More about PID in future lectures I(®;Y|A)
and reading assignments

R: redundancy

S: Synergy
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Modality Interactions

- - Interactions taxonomy:
@ prediction .
A Level 1. Response(s) and Input Modalities
BRI representation
Q0 Co-occurrence
i uts response : Modality A U Redundancy
P L modality . z Q Dominance
) Modallty & O Emergence
Interactions happen
during inference! Level 2: Interactions — Internal Mechanics
(from human or model) - N\ O Additive

d Nonlinear

O Multiplicative
A m @ d Polynomial
. . O i
Interactions require more - /
than the input modalities! Level 3: Contextualized Interactions

A A A.. O Temporal

O Hierarchy
O Multimodal
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Challenge 2:
Alignment



Challenge 2: Alignment

Definition: Identifying and modeling cross-modal connections between all
elements of multiple modalities, building from the data structure

Sub-challenges:
Discrete Continuous Contextualized
Alignment Alignment Representation
A A A o0o A A A o000

Discrete elements Segmentation and

) : _ Alignment + representation
and connections continuous warping
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Sub-Challenge 2a: Discrete Alignment

A A A ... Definition: Identify and model discrete connections
>< I between elements of multiple modalities

Directed 4@ Global

Undirected a~— @
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Language Grounding

Definition: Tying language (words, phrases,...)
to non-linguistic elements, such as the
visual world (objects, people, ...)

Pl .
A woman reading newspaper
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Local Alignment — Coordinated Representations

Visual A

common
information

Language @ =

Pl .
A woman reading newspaper
Learning coordinated representations:

Z, ST .
L Supervision: Paired data

| g(Z,,2p) A O

fa
. A 2
: Similarity
Modality B @ [ty HNmm A O

Zp function
fB A e

Modality A A [ELerr
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Directed Alignment

Modality A A

unery) /
ModalityB @ @ @ ...

(key)

A woman is throwing a frisbee

Which 4__/

object?

Attention

et
-
"""

-
-

| 1ime there was a little fox |
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Directed Alignment — Image Captioning

Modality A A

‘ (query) / woman throwing
ModaltyB @ @ @ ... T —
= % % %

Features

Should we always use the final layer of
the CNN for all generated words?
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Directed Alignment — Image Captioning

Distribution
over L
locations

ectation over
tures: D
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Attention Gates

Before:

pilyy o YVie1, %) = 9Vi-1, 81, 2),
where z = h, last encoder state and s; Is the current state of the decoder

Now:
p(yilyi, r Yic1,X) = 9()’1‘—1»&'@

Have an attention “gate”
= Adifferent context z; used at each time step!

— Tx
"z =L a5k

a;; Is the (scalar) attention for word | at generation step |
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Attention Gates

So how do we determine «;;?

exp(e;j)
T
Yy, exp(eik)

a; = => softmax, making sure they sumto 1

where:
el-j = vT O'(WSi_l + Uh])
a feedforward network that can tell us how important the current encoding is

v, W, U— learnable weights

7. = ZTx a:hi expectation of the context (a fancy way to
L™ 4&j=i %'y o » .
say it's a weighted average)
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Example — Image Captioning

A(0.98) woman(0.54)

is{(0.37)

throwing(0.33) frisbee(0.37) in(0.21)

park(0.35)

[Show, Attend and Tell: Neural
Image Caption Generation with
Visual Attention, Xu et al., 2015]
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Hard attention - Example

: Language Technologies Institute



Hard Attention — Recurrent Model of Visual Attention

Image
location
[ —»| Glimpse Hgo [ What
/ | / Sensor | l —>§ 8
et [ et " g % T
L 2 | L\ @{ a > 8 8
g, OQO 12,000 Glimpse Network :fg(ﬂg) 9 where
] O™y Ol
| (O} —{S | i) [ S .
O | O
N \
J1(6) J16p

/

l ¢
&y
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Global Alignment

Latent pairing information

Jointly optimize representation + global alignment:

Z 4
. J
fa | g(Z,,2g)

S mmmm Coordinatior
VA functior
/B B

(representation) (global alignment)

Language Technologies Institute

Modality A A ELeer]

Modality B .




Assignment Problem

Initial assumptions:
« Same number of elements in A and B modalities
« 1-to-1 “hard” alignment between elements
 All elements assigned (aka “perfect matching”)

‘[,.)

Naive solution: check all assignments

Better solution: Linear Programming

Assignment: —FA—DB— x;; = 1 when matching connection, otherwise O
(vector of indices)

Similarity weights: W@%—%&) W) = 9(Za, 23

N
Imi max W; X % b
Maximize: Amax%m_ﬁ@_ (i) z Lj mplex
fEPerm(N) L (i,) ) EAXB

=1
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Optimal transport

New assumptions:
« Different number of elements in A and B modalities
« Many-to-many “soft” alignment between elements

[ H { ‘ 1 iI’( I
| M HILY / { )
Assignments: x(,j- Soft alignment between z, and zfg
. : _ _ i )
Similarity weights:  Wq,j) = 9(Za,Zp)
. . maX W . .
Maximize: (xi) bl gives optim:

(i,j))EAXB
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Continuous
Alignment



Challenge 2b: Continuous Alignment

Definition: Model alignment between modalities with
continuous signals and no explicit elements

Continuous Discretization
warping (segmentation)
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Continuous Warping — Example
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Dynamic Time Warping (DTW)

We have two unaligned temporal unimodal signals
= X =[xy, x,, ...,xnx] € R¥¥Mx

= Y= [yl,yz, ---,yny] € RY™

= MW kW = MW W

Find set of indices to minimize the alignment difference:

1 2 3 4 5 6 7 8

2

l
L(p*,p”) = Z ”xp%c ~ Yl
t=1

where p*and p”are index vectors of same length

= M W bk U = MW s,

Language Technologies Institute




Dynamic Time Warping (DTW)

Lowest cost path in a cost matrix

®i.p))
" Restrictions? A
= Monotonicity — no going back in time . ;««i ;«4- 113
= Continuity - no gaps 4;?.5::: Kot i
= Boundary conditions - start and end at the grese o1 gte s @rete e
same poins R G
" Warping window - don't get too far from § o< .;J,L;f . ;{««—e e
diagonal T e
= Slope constraint — do not insert or skip too ?4-- e 5e ["1@] preste 3‘*‘%—
much T T3 sqedte [V 17|
Solved using dynamic programming B e T
while respecting the restrictions 0@ ederadedets

®%,p))
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DTW alternative formulation

2
y
2 Replication doesn’t change the objective!

5 5 o
; 4 BEENA o o O oo oo
: vy = X R

1 S R T T | 4o 000000 off
1 ’ | [ | | | | I I 12 3 456 7 89
. SN . e o oo e
4 4 I I | I Ko oo coob
3 | [ — Y4 o000 offfoooo

3 | Hooooofffooo
2 2 T™1 ‘O T
1 1 0 0 0 0 0 0 0 Ofpl

1 2 3 4 5 6 7 8 12 3 45 67 89
Alternative objective: . _ _
) X, Y — original signals (same #rows, possibly
LW, W,) = ||wa — ywy”F different #columns)
W.,W. -alignment matrices
, x Wy g
Frobenius norm [|All7 = X, ¥ ;|a; |

A differentiable version of DTW also exists...
https://arxiv.org/pdf/1703.01541.pdf
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Canonical Correlation Analysis — Reminder

CCA loss can also be re-written as:

L(U,V) = ||[UTX — VTY||Z

projection of Y

projection of X=
subject to: H, ,/' \\ H,
00 00 00 - 900
a ﬂk
UTZyyU = VIZyyV = I, u(jyZxyv) = 0 U 1%
00 - 00 00 - 009
Text Image
X Y
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Canonical Time Warping

Dynamic Time Warping + Canonical Correlation Analysis = Canonical Time
Warping

LUV, W, W,) = |[UTXW, — VTYW, %

Allows to align multi-modal or multi-view (same modality but from a different
point of view)
= W, W, —temporal alignment

= [,V — cross-modal (spatial) alignment

[Canonical Time Warping for Alignment of Human Behavior, Zhou and De la Tore, 2009]
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Temporal Alignment and Neural Representation Learning

Premise: we have paired video sequences
that can be be temporally aligned

Embedding /
Videos

-

embedding space >

How can we define a loss function to enforce
the alignment between sequences while at the
same time learning good representations?

Language Technologies Institute



Temporal Cycle-Consistency Learning

nearest
neighbors

- —

Video 2
: 1 T
cy cle Cy cle consistency not cy cle
consistent error consistent
-
embedding space

Main idea: My closest neighbor also views me as their closest neighbor
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Temporal Cycle-Consistency Learning

1

encoder VIIITI I

video embedding soft nearest neighbor . cycling back

Compute “soft” / “weighted” nearest neighbour:

e—lui—v;|?

M s —v. ]2
SM o fus—vrll

M
aj — U = Z U5,
J
Find the nearest neighbor the other way and then penalize the distance:
e [T—ukl|?

N o=llo-u;1?
. J
> €

i — pf?
Lepr = 2 + Alog(o)

Br =

Language Technologies Institute



Discretization (aka Segmentation)

Common assumptions: (1) Segmented elements

L A A ..
A e
© 0 0..

Medical imaging Signals

Language Technologies Institute
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Discretization — Example

Phonemes

I

e s
i el —_—

Spectogram

———

How can we predict the sequence
of phoneme labels?
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Discretization — Example

sSequence Labeling and Alignment
Phonemes
@ I LA CA .

Spectogram

How can we predict the sequence
of phoneme labels?

Language Technologies Institute



Discretization — A Classification Approach

Connectionist Temporal Classification

Al T Ac OW
@ Most probable sequence labels @ @ )
l Q@ ()
@ O ()
@ Predicted labels .0 @ o O O o
i e o /e\e e o
@ over the activations; c') é é) é) é)
o—0 O 0O o0
v @ @ @ @ ©
@ Output activations (distribution): softmax e = == &= &=

H—H—H—H—H

Spectogra
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Discretization and Representation — Cluster-based Approaches

HUBERT: Hidden-Unit BERT

QO 00 G4

linear linear
Z Zy Z3 Zy Zs

K-mean

‘99 ° clustering
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Challenge 2: Alignment

Definition: Identifying and modeling cross-modal connections between all
elements of multiple modalities, building from the data structure

|

Sub-challenges: Thursday!
Discrete Continuous Contextualized
Alignment Alignment Representation

3 Voo | &b

Discrete elements Segmentation and Alighment
and connections continuous warping + representation

Language Technologies Institute 51
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