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First Project Assignment

Due date: Sunday 9/24 at 8pm

| e two maill [
Four main sections: and researct
= Introduction
= Related work # teammates
= Experimental setup
= Research ideas age limit depent

Follows ICML paper format
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Team Meetings with Instructor

= No lecture on Tuesday 10/3

= 15-mins meeting with instructor
= Optional, but highly suggested
= Not all teammates are required to attend

= Meetings next week: Wednesday 9/27 and Friday 9/29
= Signup form: https://calendly.com/morency/student-meetings
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Continuous
Alignment



Challenge 2: Alignment

Definition: Identifying and modeling cross-modal connections between all
elements of multiple modalities, building from the data structure

Sub-challenges:
Discrete Continuous Contextualized
Alignment Alignment Representation

A4 L

Discrete elements Segmentation and
and connections continuous warping
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Challenge 2b: Continuous Alignment

Definition: Model alignment between modalities with
continuous signals and no explicit elements

Continuous Discretization
warping (segmentation)
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Continuous Warping — Example
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Dynamic Time Warping (DTW)

We have two unaligned temporal unimodal signals
= X =[xy, x,, ...,xnx] € R¥¥Mx

= Y= [yl,yz, ---,yny] € RY™

= MW kW = MW W

Find set of indices to minimize the alignment difference:

1 2 3 4 5 6 7 8

2

l
L(p*,p”) = Z ”xp%c ~ Yl
t=1

where p*and p”are index vectors of same length

= M W bk U = MW s,
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Dynamic Time Warping (DTW)

Lowest cost path in a cost matrix

®i.p))
" Restrictions? A
= Monotonicity — no going back in time . ;««i ;«4- 113
= Continuity - no gaps 4;?.5::: Kot i
= Boundary conditions - start and end at the grese o1 gte s @rete e
same poins R G
" Warping window - don't get too far from § o< .;J,L;f . ;{««—e e
diagonal T e
= Slope constraint — do not insert or skip too ?4-- e 5e ["1@] preste 3‘*‘%—
much T T3 sqedte [V 17|
Solved using dynamic programming B e T
while respecting the restrictions 0@ ederadedets

®%,p))
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Temporal Alignment and Neural Representation Learning

Premise: we have paired video sequences
that can be be temporally aligned

Embedding /
Videos

-

embedding space >

How can we define a loss function to enforce
the alignment between sequences while at the
same time learning good representations?
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Temporal Cycle-Consistency Learning

nearest
neighbors

- —

Video 2
: 1 T
cy cle Cy cle consistency not cy cle
consistent error consistent
-
embedding space

Main idea: My closest neighbor also views me as their closest neighbor
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Temporal Cycle-Consistency Learning

1

encoder VIIITI I

video embedding soft nearest neighbor . cycling back

Compute “soft” / “weighted” nearest neighbour:

e—lui—v;|?

M s —v. ]2
SM o fus—vrll

M
aj — U = Z U5,
J
Find the nearest neighbor the other way and then penalize the distance:
e [T—ukl|?

N o=llo-u;1?
. J
> €

i — pf?
Lepr = 2 + Alog(o)

Br =
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Discretization (aka Segmentation)

Common assumptions: (1) Segmented elements

L A A ..
A e
© 0 0..

Medical imaging Signals
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Discretization — Example

Phonemes

I

e s
i el —_—

Spectogram

———

How can we predict the sequence
of phoneme labels?
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Discretization — Example

sSequence Labeling and Alignment
Phonemes
@ I LA CA .

Spectogram

How can we predict the sequence
of phoneme labels?
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Discretization — A Classification Approach

Connectionist Temporal Classification

Al T Ac OW
@ Most probable sequence labels @ @ )
l Q@ ()
@ O ()
@ Predicted labels .0 @ o O O o
i e o /e\e e o
@ over the activations; c') é é) é) é)
o—0 O 0O o0
v @ @ @ @ ©
@ Output activations (distribution): softmax e = == &= &=

H—H—H—H—H

Spectogra
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Discretization and Representation — Cluster-based Approaches

HUBERT: Hidden-Unit BERT

QO 00 G4

linear linear
Z Zy Z3 Zy Zs

K-mean

‘99 ° clustering
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Challenge 2: Alignment

Definition: Identifying and modeling cross-modal connections between all
elements of multiple modalities, building from the data structure

Sub-challenges:
Discrete Continuous Contextualized
Alignment Alignment Representation

3 Voo | &b

Discrete elements Segmentation and Alighment
and connections continuous warping + representation

Language Technologies Institute 20




Contextualized
Sequence Representations
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Sequence Encoding - Contextualization

Option 1: Bi-directional LSTM:
(e.g., ELMO)

ARARARARE hl [hy| [hs| R [Rs

a a a a a a a a a a

Contextualized i o i o
Sequence Encoding N

L 3 L 3 A A A
X1| | X2 X3| | Xa| |*s X1| | Xz2| |X3] |X4| |*s
I do not like it I do not like it
How to encode this sequence while _
nodelina the interaction betweer But harder to parallelize...
modaeinng ue mnieracuon peiwee
elements (e.g., words)
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Seguence Encoding - Contextualization

hy|l |hy| |hs| |hyl |Rs hyl |hy| |ha| |hyl |Rs
Contextualized
Sequence Encoding ——
4 4 4 4 4
x1 xz x3 x4 x5 x1 xz x3 x4 x5
| do not like it I do not like it

Can be parallelized!

But modeling long-range dependencies
require multiple layers

And convolutional kernels are static
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Seguence Encoding - Contextualization

Option 3: Self-attention

hi| |h, hs hy hc hi| |h, h hy hc
Contextualized :
. Self-Attention
Sequence Encodlng
X1 Xy X3 X4 X5 X1 X2 X3 X4 Xsg
I do not like it I do not like it

Can be parallelized!
Long-range dependencies

Dynamic attention weights

Language Technologies Institute




Self-Attention
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Self-Attention

A A A a r
X1 X2 X3 X4 X5
| do not like it
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Self-Attention

h,
t
a1 a2 a3 a4 a2 5
x'y x', x's x', x's
{ { { { {

A A A a r
X1 X2 X3 X4 X5
| do not like it
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Transformer Self-Attention

a [k | el [ | el [k | e k]| las [ed oy
g o ke e
xl xz x3 x4 X5
| do not like it
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Transformer Self-Attention
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Transformer Self-Attention

Language Technologies Institute



Transformer Self-Attention
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Transformer Self-Attention

What if we want to attend simultaneously to multiple subspaces of x?

hy h, h3 hy hs
L 3 A A A A

Transformer’s Self-Attention Layer

R W

I do not like it
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Transformer Multi-Head Self-Attention

hy h, h3 hy hs
Linear
rojection * _LI—3 _LI—‘3 _LI—‘B '-I 3 '-I 3
p J T h% hl 1 h% hz 1 h% h3 1 hﬁ h4_ 1 hg h5
h h h 5 | hi hi

R S

I do not like it
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Transformer Multi-Head Self-Attention

Transformer’s Multi-Head
Self-Attention Layer

L B I
L G &
a @4 &

X1 X5 X3 X4 Xs

I do not like it
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Transformer Multi-Head Self-Attention

Transformer’s Multi-Head
Self-Attention Layer

L B I
L G &
a @4 &

X1 X5 X3 X4 Xs

not like I it do

What happens if the words are shuffled?
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Position embeddings

[ Position information is not encoded in a self-attention module

How can we encode position information?

Simple approach: one-hot encoding

=
=
=
ity
\>|oopoo|
=
N
\>|O|—\ooo|
=
w
\>|OOOO|—\|
&=
N
\lHOOOOl
o)
Ul
\>|ooopo|

P2 p3 P4 Ps

not like I it do
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Position embeddings

[ Position information is not encoded in a self-attention module

How can we encode position information?
f

Sum
Simple approach: one-hot encoding + linear embeddings + <
concat
.
X2 | P2 X3|P3 X4|Pa Xs5| Ps
not like I it do
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Transformer Multi-Head Self-Attention

Transformer’s Multi-Head
Self-Attention Layer

A  Ma d
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Transformer Multi-Head Self-Attention

In vector format...

Transformer’s Multi-Head

Self-Attention Layer

L @ @
Lo & [a
4 B M

=
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Transformer Multi-Head Attention

Transformer’s Multi-Head
Attention Layer

L @ M@
Lo & [a
4 B W

Key | Value‘

x
p
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Transformer — Residual Connection

r i ™
~>{ Add & Norm )

Feed
Forward

Transformer’s Multi-Head S—

Nx | —fAdd & Norm )

Attention Layer o

Attention
ki W A ———
ki L& —
= Positional )
@ @ Encoding ; 3

Input

Key Value Embedding
p Inputs
X
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Language Pre-training
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Token-level and Sentence-level Embeddings

Token-level embeddings Sentence-level embedding
hi| [hz2| |hs]| |ha| |hs hs

X1 X2 X3 X4 X5 X1 X2 X3 X4 X5

I do not like it I do not like it
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Pre-Training and Fine-Tuning

A 3 3 3 A

a a a a a
ha| |h2| |h3| |ha| |Bs hi| [h2| [h3| |ha| |Ps
a a a a a a a a a a

S a a S S a S S S a

xl xz x3 x4_ x5 x1 xZ X3 X4 x5

I do not like it | do not like it
Pre-training Fine-Tuning
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BERT: Bidirectional Encoder Representations from Transformers

Advantages:

@ Jointly learn representation for token-level and sentence level

@ Same network architecture for pre-training and fine-tuning

X1 X2 X3 X4 Xs

I do not like it
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BERT: Bidirectional Encoder Representations from Transformers

Advantages:
Jointly learn representation for token-level and sentence level
Same network architecture for pre-training and fine-tuning

Can be used learn relationship between sentences

A
PEEO

Models bidirectional and long-range interactions between tokens

hs hl hz h3 h4 h5 hsep hll hlz h,3 h,4 h’5

How can
we do all
this?

X1 Xy X3 X4 X5 sep x’]_ x,2 x,3 x,4_ x’5

| do not like it | enjoy my time here
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BERT: Bidirectional Encoder Representations from Transformers

Advantages:
Jointly learn representation for token-level and sentence level
Same network architecture for pre-training and fine-tuning

Can be used learn relationship between sentences

®EOOO

Models bidirectional interactions between tokens

hs hl hZ h3 h4 h5 hsep hll hlz h,3 h,4 hIS

Special . But how to train
e evel Transformer Self-Attention self-supervised?
token
A

*=aua cls X1 Xy X3 X4 X5 sep .X'Il x,2 x,3 x,4_ x’5

| do not like it | enjoy my time here
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Pre-training BERT Model

1) Masked Language Model
Randomly mask input tokens and then try to predict them

What is the loss function?

like enjoy

hs hy h, h3 ﬁ h5 hsep hll hlz h,3 h,4 hIS

a a a a a a a a a a a a

a a a a a a a a a a a a

! ! !

cls X1 X2 X3 |mask X5 sep X |mask X3l X4 |Xs

I do not it I my time here
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Pre-training BERT Model

2 ) Next Sentence Prediction
Given two sentences, predict if this is the next one or not

What is the loss function?
IsNext Where can we find training data?
NotNext How can BERT know the difference between both sentences?

ﬁ hy| [ho] [hs] [ha] [Bs] [hsen [R3] [B2] [R3] [Wd] [A%s

a a a a a a a a a a a a

Transformer Self-Attention

a a a a a a a a a a a a

! ! ! ! !

cls X1 Xy X3 X4 X5 sep X1 X 2 X 3 X 4 X 5

| do not like it | enjoy my time here
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Three Embeddings: Token + Position + Sentence

Input [CLS] my dog is ‘ cute ’ [SEP] he ‘ likes H play H ##ing ’ [SEP]

Token

Embeddings E[CLS] Emy Edog Eis Ecute E[SEP] Ehe Elikes Eplay E##ing E[SEP]
L o L o e L L = L L L L L

Segment

Embeddings EA EA EA EA EA EA EB EB EB EB EB
L o L o e e L o= L L L L e

Position

Embeddings EO Ei E2 E3 E4 ES E6 E? E8 E9 E10
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Fine-Tuning BERT

@ Sentence-level classification for only one sentence

Examples: sentiment analysis, document classification

How?

hs hl h2 h3 h4 h5 hsep hll hlz h,3 h,4 hIS

a a a a a a a a a a a a

a a a a a a a a a a a a

! ! ! ! !

cls X1 Xy X3 X4 X5 sep X1 X 2 X 3 X 4 X 5

| do not like it | enjoy my time here
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Fine-Tuning BERT

@ Sentence-level classification for only one sentence

Examples: sentiment analysis, document classification

A\

¥y And if we have a label for each token?

t

softmax

|
hs| | ha| |h2| [hs| [ha] [hs

a a a a a

%)

Transformer
Self-Attention

a A

cls x1 Xz x3 x4 x5

I do not like it
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Fine-Tuning BERT

@ Token-level classification for only one sentence

Examples: part-of-speech tagging, slot filling

3;1 yf 2 3;3 3;4 3}5 How to compare two
sentences?
t 1 t 1
hS hl hZ h3 h4- h5
Transformer

Self-Attention

cls x1 Xz x3 x4 x5

I do not like it
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Fine-Tuning BERT

@ Sentence-level classification for two sentences
Examples: natural language inference

y

S
t
softmax
1
hs hl h2 h3 h4 h5 hsep hll hlz h,3 h,4 hIS
Transformer Self-Attention

! ! ! ! !

cls X1 Xy X3 X4 X5 sep X1 X 2 X 3 X 4 X 5

| do not like it | enjoy my time here
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Fine-Tuning BERT

@ Question-answering: find start/end of the answer in the document

Paragraph: ... Other legislation followed, including
the Migratory Bird Conservation Act of 1929, a 1937
treaty prohibiting the hunting of right and gray whales,
and the Bald Eagle Protection Act of 1940. These later — Question 2: “What was the name of the 1937 treaty?”
laws had a low cost to society—the species were rela-  Plausible Answer: Bald Eagle Protection Act

tively rare—and little opposition was raised.”

Question 1: “Which laws faced significant opposition?”
Plausible Answer: [ater laws

hs hl hZ h3 h4 h5 hsep hll hlz h,3 h,4 hIS

a a a a a a a a a a a a

Transformer Self-Attention How?

a a a a a a a a a a a a

! ! ! ! !

cls X1 Xy X3 X4 X5 sep X1 X 2 X 3 X 4 X 5

How old is the man He IS 25 years old
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Fine-Tuning BERT

@ Question-answering: find start/end of the answer in the document

-~
_Same t ottt 4
architecture softmax

for the end ™ é! é’é)!
time

\—IS—IS—IS—IS—IS
he| | ha| [Ro| [hs| |Ra| |Rs| |hsep| [R'2] |R'2| |B

a a a a a a a

/ /
3 4 5

A a a a a

Transformer Self-Attention

a a a a a a a a a a a a

! ! ! ! !

cls X1 Xy X3 X4 X5 sep X1 X 2 X 3 X 4 X 5

How old is the man He IS 25 years old
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Seguence-to-Sequence
Using Transformer

Language Technologies Institute



Seguence-to-Sequence Modeling

Je n' aime pas cela
YVi| | V2 Y3| |Va| |Vs
a a a a a

How can we perform seq2seq
translation with transformer attention?

X1 X2 X3 X4 X5

I do not like it
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Seg2Seq with Transformer Attentions

Je n" aime pas cela
Vil | V2| (D3| |Va| |Fs
r 1t t 1t 1

AR RE

self-attention

X1 X2 X3 X4 X5

I do not like it
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Seg2Seq with Transformer Attentions

Je n" ame
| | V2| | I3

hq h, h3 hy hs 91 1y 93 9a Is
self-attention “masked” self-attention
X1 X2 X3 X4 X5 Yo B41 )
| do not like it ¥ Je n
<
(0))]
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Seg2Seq with Transformer Attentions

Je n' aime
Y1 Y2 Y3
a2 a a

How should we connect the

encoder and decoder self-a.ttentlon Transformer attention
to the transformer attention? E E
KeyT ValueT
Vector format —> h g
self-attention “masked” self-attention

X1 X2 X3 X4 X5

<
o

V1 Y2

Je n'

I do not like it

START
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Seg2Seq with Transformer Attentions

Je n' aime
Vil | V2| | V3
“encoder-decoder” | Transformer attention
transformer ‘ i
“encoder” —— '
" Key Value
i transformer Y
1
1
i h g
: h h h h h A h h A A
1
i . .
bos self-attention (- “masked” self-attention
S a a S S i S a a
¥
X1 X2 X3 X4 Xs “decoder” Yo| |)V1 Y2
| do not like it transformer ¥ Je n
<
(0))]
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And Many More... Next week!
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