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• Efficient Multimodal Learning / Zero/Few shot Learning (mainly guided by Language)
• Affective Vision and Language
• Continual (Zero-Shot)? Learning (mainly guided by language / recent foundation models)
• Creative AI and more generally Visual Generative Models (images, videos, visual stories, recently 3D) 

https://cemse.kaust.edu.sa/vision-cair


Imaginative AI
IMAGINE TO CREATE

Fashion

Art
IMAGINE TO DRIVE

IMAGINE TO FEEL

IMAGINE TO SEE

e.g, ICCV13, CVPR17, CVPR18, ICCV19, ICLR21, 
CVPR22 , ECCV22, CVPR23, ICCV23

e.g, ICCC17, AAAI18, ECCVW18, ICCV19, CVPR21,
ICCC21 , CVPR22,  ICCC22

e.g,  CVPR2020, ICLR2021, CoRL21,
ECCV22, ICLR23

Mohamed Elhoseiny

Affective Visual Art
ArtEmis-v1@CVPR21, ArtEmis-v2@CVPR22

ArtELingo@EMNLP22 (long paper)
WAGA@ICCC21, CWAN@ICCC2022



Imaginative AI

Prof. Mohamed Elhoseiny

Imaginative AI: Towards human-level imaginative AI skill  transforming species 
discovery, content creation, self-driving cars, and emotional health

Book in progress (feedback is most welcome)



Introduced Datasets (Recognition)

Prof. Mohamed Elhoseiny

Imagine to See
CUB-Wiki (ICCV13 ) and NAB-Wiki (CVPR17)

200 Wikipedia class description, 500 Wikipedia class descriptions

Elhoseiny, Saleh, Elgammal, 
Write a Classifier

Elhoseiny*, Zhu*, Zhang, Elgammal, 
Link the head to the "peak'':

MammalNet (CVPR23)
500 video hours, 172 mammal categories, 12 behaviors

J Chen, M Hu, D Coker, M Berumen, B Costelloe, S Beery, A Rohrbach, Elhoseiny

FishNet (ICCV’23)
94,523 images, 17356 species, 22 functional traits

F Khan, X Li, A Temple,  Elhoseiny



Introduced Datasets (3D Vision)
2D (PART-LEVEL)

Prof. Mohamed Elhoseiny

e.g, ICCV13, CVPR17, CVPR18, ICCV19, ICLR21, 
CVPR22 

3D CoMPaT (ECCV22, oral)
7.2 million stylized models (unique composition)

Yuchen Li*, Ujjwal Upadhyay*, Habib Slim*, Ahmed Abdelreheem, Arpit Prajapati,
Suhail Pothigara Peter Wonka, Mohamed Elhoseiny

3D (PART-LEVEL)



Introduced Datasets (3D Vision)

Prof. Mohamed Elhoseiny

3D CoMPaT (ECCV22, oral) 
7.2 million stylized models (unique composition)



Prof. Mohamed Elhoseiny

Introduced Datasets (3D Vision)
3DCoMPaT++ Challenge



Prof. Mohamed Elhoseiny

Introduced Datasets (3D Vision)
3DCoMPaT++



Prof. Mohamed Elhoseiny

Introduced Datasets (Language & 3D Vision)

, Arxiv, 2023
CoT Performance on NR3D of Referit3D



Prof. Mohamed Elhoseiny

ArtELingo (EMNLP 2022, long paper)
ArtELingo: A Million Emotion Annotations of WikiArt with Emphasis on 

Diversity over Language and Culture
Youssef Mohamed,  Shyma Yaser Alhuwaider, Mohamed Abdelfattah, Feifan 

Li, Kenneth Ward Church, Xiangliang Zhang and Mohamed Elhoseiny

It is Okay to Not Be Okay: 
 Overcoming Emotional Bias in Affective Image Captioning by 

Contrastive Data Collection

Youssef Mohamed Faizan Khan Kilichbek Haydarov Mohamed Elhoseiny

www.artemisdataset-v2.org

ArtEmis 2.0 (CVPR22)
260K additional utterances

ArtEmis (CVPR21)
450K utterances

Introduced Datasets (Affective Vision and Language)



Introduced Datasets (Affective Vision and Language)

https://affective-visual-dialog.github.io/

Kilichbek Haydarov,  Xiaoqian shen, Avinash Madasu

Affective Visual Dialog (Arxiv23)
50,000 dialogs, 27,180 working hours : thanks  Jack Urbanek, Mephisto team )

Jia Li



Introduced Datasets (Affective Vision and Language)

https://affective-visual-dialog.github.io/

Kilichbek Haydarov,  Xiaoqian shen, Avinash Madasu

Affective Visual Dialog (Arxiv23)
50,000 dialogs, 27,180 working hours : thanks  Jack Urbanek, Mephisto team )

Jia Li



Introduced Metrics (text->image)

HRS-Bench

Benchmark for Text-to-Image Models

Holistic, Reliable and Scalable

Faizan KhanXiaoqian ShenEslam Bakr

Inspired by HELM bench by Stanford for evaluating Language Models



Mohamed Elhoseiny
CS Faculty, KAUST

Imaginative Vision 
Language Models



Deep Learning for Visual Recognition

Convolutional Neural Network (e.g., Y.LeCun et.al, 1998).

N

Dog
Cat



Deep Learning for Visual Recognition

N

Dog

Fukushima, Kunihiko, and Sei Miyake. "Neocognitron: A self-organizing neural network model for a mechanism of visual pattern recognition." Competition 
and cooperation in neural nets. Springer, Berlin, Heidelberg, 1982. 267-285.
Y LeCun B Boser J S Denker D Henderson R E Howard W Hubbard and L D Jackel Backpropagation applied to handwritten zip code recognition Neural Computation



Imaginative AI for Understanding Species

• Animals are extremely diverse 
(estimated 7.7 million animal species, <1 
million catalogued). [1]. ~ 90% are 
neither named nor discovered yet [2]

• We are interested in identifying them 
and understanding their behavior and 
activities (e.g., running, riding, sitting, 
etc.). However, with this scale, scientists 
argue that some of these species will 
become extinct before they can even be 
studied [2]

[1] Mora, Camilo, Derek P. Tittensor, Sina Adl, Alastair GB Simpson, and Boris Worm. "How many species are there on Earth and in the ocean?." PLoS biology 9, no. 8 (2011): e1001127.
[2] Costello, Mark J., Robert M. May, and Nigel E. Stork. "Can we name Earth's species before they go extinct?." Science 339.6118 (2013):

Video Credit: MammalNet (CVPR2023) https://mammal-net.github.io/

Jun Chen, Ming Hu, Darren J. Coker, Michael L. Berumen, Blair Costelloe, Sara Beery, Anna Rohrbach, Mohamed Elhoseiny,
MammalNet: A Large-Scale Video Benchmark For Mammal Recognition And Behavior Understanding , CVPR, 2023 



Imaginative Vision and Vision LLM
IMAGINE TO SEE

Prof. Mohamed Elhoseiny

e.g, ICCV13, CVPR17, CVPR18, ICCV19, ICLR21, 
CVPR22 



Imaginative AI for Species Discovery? 
§ N.     

• Animals are extremely diverse 
(estimated 7.7 million animal species, <1 
million catalogued). [1]. ~ 90% are 
neither named nor discovered yet [2]

• We are typically interested in identifying 
them and understanding their behavior 
and activities (e.g., running, riding, 
sitting, etc.). However, with this scale, 
scientists argue that some of these 
species will become extinct before they 
can even be studied [2]

.

[1] Mora, Camilo, Derek P. Tittensor, Sina Adl, Alastair GB Simpson, and Boris Worm. "How many species are there on Earth and in the ocean?." PLoS biology 9, no. 8 (2011): e1001127.
[2] Costello, Mark J., Robert M. May, and Nigel E. Stork. "Can we name Earth's species before they go extinct?." Science 339.6118 (2013):



Parakeet Auklet is a small bird that has a short orange beak. The bird's plumage is dark
above and white below. 

Recognition of Unseen Species



Zero-Shot Visual RecognitionImaginative Visual Classifier from Text 

Parakeet Auklet is a small bird that has 
a short orange beak. The bird's plumage 
is dark above and white below. 



Zero-Shot Visual RecognitionGenerative Zero-shot learning success

Parallel work in related problems

[Xian, etal, 2018]
[Bharath, etal, 2017]
[Wang etal, 2018]
[YZ etal, 2018]

Comparison to the ZSL SOTA

Imaginer

Yizhe Zhu, Mohamed Elhoseiny, Bingchen Liu, Ahmed Elgammal, “Imagine it for me: 
Generative Adversarial Approach for Zero-Shot Learning from Noisy Texts”, CVPR, 
2018



Imagination to See and Creation
IMAGINE TO CREATE

Fashion

Art
IMAGINE TO SEE

Prof. Mohamed Elhoseiny

e.g, ICCV13, CVPR17, CVPR18, ICCV19, ICLR21, 
CVPR22, ICCV23 

e.g, ICCC17, AAAI18, ECCVW18, ICCV19, CVPR21,
ICCC22 , CVPR22,  ICCC22

QUICK DETOUR



Wiki Art 20 Style Classes and Modeling the deviation

Creative Adversarial Networks, 2017

Abstract Art Cubism Impressionism High Renaissance

……

[ELEB., ICCC, 2017]



Creative Adversarial Networks, 2017

Random DiscriminatorGenerator 0/1 (Fake/Real)

Style classification

High Style Ambiguity (high Entropy)= high Creativity



Creative Adversarial Networks, 2017

Qualitative Examples

[ELEB., ICCC, 2017]



Creative Walk Adversarial Networks  (CWAN), 
ICCC, 2022

Prof. Mohamed Elhoseiny

Kai YiDivyansh Jha Ivan Skorokhodov



Creative Walk Adversarial Networks, ICCC, 2022

Prof. Mohamed Elhoseiny



Creative Walk Adversarial Networks, ICCC, 2022

Goal: operates at the minibatch level producing generations that are message-
passing to each other to facilitate better deviation of unseen classes/styles from seen 

ones.   Orange are generated data



Creative Walk Adversarial Networks, ICCC, 2022



Creative Walk Adversarial Networks, ICCC, 2022



Creative Walk Adversarial Networks, ICCC, 2022



Creative Walk Adversarial Networks, ICCC, 2022



Creative Walk Adversarial Networks, ICCC, 2022



Creative Walk Adversarial Networks, ICCC, 2022



Prof. Mohamed Elhoseiny

Wundt Curve Reconstructed (Also Creative, see distance from NN )

Creative Walk Adversarial Networks, ICCC, 2022



Prof. Mohamed Elhoseiny

CWAN (Constructing Emotional Experience)

Creative Walk Adversarial Networks, ICCC, 2022



Creativity Loss loops back to help ZSL, 2019
IMAGINE TO CREATE

Fashion

Art
IMAGINE TO SEE

Prof. Mohamed Elhoseiny

e.g, ICCV13, CVPR17, CVPR18, ICCV19, ICLR21, 
CVPR22 

e.g, ICCC17, AAAI18, ECCVW18, ICCV19, CVPR21,
ICCC22 , CVPR22,  ICCC22



Creativity Inspired Zero-Shot Learning,ICCV19

Prof. Mohamed Elhoseiny



Creativity Inspired Zero-Shot Learning,ICCV19

Prof. Mohamed Elhoseiny

Imagined Novel
Classes
e.g, Imagine a novel  
Bird with curved feather 
rom the top of its head, 
has an orange beak and 
gray plumage 

What to Teach AI to Do? Encourage its visual generations to be distinguishable 
from seen classes

Imaginer



Creativity Inspired Zero-Shot Learning,ICCV19

Prof. Mohamed Elhoseiny

• Notice the gap between the

two curves on the unseen

dimension (x-axis).

• The only difference is our loss



Creative Walks can be adapted Continual Learning of 
Species and Potential to discovering new ones, ICCV,2023 

Wenxuan Zhang     Paul Janson

(Vision-CAIR)



ICCV23: Creative Walks can be adapted Continual Learning 
of Species and Potential to discovering new ones, 

Wenxuan Zhang     Paul Janson

(Vision-CAIR)



ICCV23: Creative Walks can be adapted Continual Learning 
of Species and Potential to discovering new ones, 

Wenxuan Zhang     Paul Janson

(Vision-CAIR)

Unseen classes

Seen classes



ICCV23: Creative Walks can be adapted Continual Learning of 
Species and Potential to discovering new ones 

Wenxuan Zhang, Paul Janson

(Vision-CAIR)



ICCV23: Creative Walks can be adapted Continual Learning of 
Species and Potential to discovering new ones 

Wenxuan Zhang, Paul Janson

(Vision-CAIR)

Average Harmonic accuracy up until each task on SUN 
dataset. Creativw Walk outperforms existing methods



Quick Detour 

Prof. Mohamed Elhoseiny

IMAGINE TO CREATE

Fashion

Art
IMAGINE TO DRIVEIMAGINE TO SEE

e.g, ICCV13, CVPR17, CVPR18, ICCV19, ICLR21, 
CVPR22 

e.g, ICCC17, AAAI18, ECCVW18, ICCV19, CVPR21,
ICCC22 , CVPR22,  ICCC22

e.g, CVPR2020, ICLR2021, CoRL21,
ECCV22, ICLR23



Imaginative Self Driving Tech , ICLR, 2021

HalentNet: Multimodal Trajectory Forecasting with Hallucinative Intents ,
Deyao Zhu, Mohamed Zahran, Li Erran Li, Mohamed Elhoseiny, ICLR,, 2021

Deyao Zhu Mohamed  Zahran

https://openreview.net/pdf?id=9GBZBPn0Jx


• Dynamically augmenting agent behaviors by generating trajectories with mixed 
intents

• Augment training data implicitly

Hallucinative latent Intent Behavior



Quantitative Results, ICLR, 2021 

• More than 50% reduction on Road Boundary violation (RB. Viol.)

• More than 27% reduction on the Final Displacement Error (FDE)

> 50% reduction

> 27% reduction



In progress, 2023



Imagination to See and Creation
IMAGINE TO CREATE

Fashion

Art

IMAGINE TO FEEL

IMAGINE TO SEE

e.g, ICCV13, CVPR17, CVPR18, ICCV19, ICLR21, 
CVPR22, ECCV 2022 

e.g, ICCC17, AAAI18, ECCVW18, ICCV19, CVPR21,
ICCC22 , CVPR22,  ICCC22

Prof. Mohamed Elhoseiny

Affective Visual Art
ArtEmis CVPR21, ArtEmis-2.0 CVPR22

Wofflin Generative analysis, ICCC, 2021



Emotion and Cultural Aware Imaginative AI

Prof. Mohamed Elhoseiny

ArtELingo (EMNLP 2022, long paper)
ArtELingo: A Million Emotion Annotations of WikiArt with Emphasis on 

Diversity over Language and Culture
Youssef Mohamed,  Shyma Yaser Alhuwaider, Mohamed Abdelfattah, Feifan 

Li, Kenneth Ward Church, Xiangliang Zhang and Mohamed Elhoseiny

It is Okay to Not Be Okay: 
 Overcoming Emotional Bias in Affective Image Captioning by 

Contrastive Data Collection

Youssef Mohamed Faizan Khan Kilichbek Haydarov Mohamed Elhoseiny

www.artemisdataset-v2.org

ArtEmis 2.0 (CVPR22)
260K additional utterances

ArtEmis (CVPR21)
450K additional utterances



ArtELingo:
A Million Emotion Annotations of WikiArt 
with Emphasis on Diversity over 
Language and Culture

Youssef Mohamed Mohamed Abdelfattah Shyma Alhuwaider Feifan Li

Xiangliang Zhang Kenneth Ward Church Mohamed Elhoseiny

www.artelingo.org

http://www.artemisdataset-v2.org/


Facts (COCO) à Emotions (ArtEmis) à Multilingual (ArtELingo)

Facts Emotions Multilingual

E à English A à Arabic C à Chinese





Diversity over Language/Culture

• An Arab Bedouin grew up in a dry climate à Positive

• English and Chinese à Negative



Multicultural Aware Emotion Classifier
[A]



ArtELingo:
A Million Emotion Annotations of WikiArt with 
Emphasis on Diversity over 
Language and Culture

www.artelingo.org
• Download ArtELingo and Baseline Models 

• Facts (COCO) à Emotions (ArtEmis) à Multilingual (ArtELingo)

• Embrace Diversity

• Two Tasks:
– Emotion Prediction: Caption à Emotion Label

– Caption Generation: Painting + Emotion Label + Language à Caption

Promise

http://www.artemisdataset-v2.org/


No Culture Left Behind Emotion Aware AI 

NO LANGUAGE LEFT BEHIND (BY META). ONLY LANGUAGE BASED 



No Culture Left Behind Emotion Aware AI 

NO LANGUAGE LEFT BEHIND (BY META). ONLY LANGUAGE BASED 



No Culture Left Behind Emotion-Aware AI 

HOW NO CULTURE LEFT BEHIND EMOTION-AWARE AI?

• DIFFERENT FROM NO LANGUAGE LEFT BEHIND, 
EMOTION DISTRIBUTION IS DIFFERENT FOR EACH 
CULTURE? VERY DIFFERENT AI SKILL COMPARED TO 
TRANSLATION AND MUCH HARDER. 

• HOW TO EXTEND TO MANY MORE LANGUAGES TO 
COVER AS MANY CULTURES TO BUILDING INCLUSIVE 
PLATFORMS/ METAVERSE ? MUCH MORE 
CHALLENGING COMPARED TO TRANSLATION



VisualGPT: Data-efficient Adaption of Pretrained Language Models
for Image Captioning

Jun Chen, Han Guo, Kai Yi, Boyang Li, Mohamed Elhoseiny



Visual GPT, CVPR 2022
Data-efficient Adaptation of Pretrained 
Language Models for Image
Captioning

– Directly employs a GPT-2 model
as the image captioning decoder

– a self-resurrecting encoder-
decoder attention to balance the
visual and linguistic knowledge.



Deyao Zhu* (on job Market), Jun Chen* (on job Market), Xiaoqian Shen, 

Xiang Li, Mohamed Elhoseiny

King Abdullah University of Science and Technology

MiniGPT-4: 
Enhancing Vision-Language Understanding 

with Advanced Large Language Models 



• GPT-4 achieves next-level vision-language abilities like
• Explaining the funny part of an image

Motivation

67



• GPT-4 achieves next-level vision-language abilities like
• Creating a website from a draft

Motivation

68



• Such abilities are never shown in previous SOTA methods 
like DeepMind’s Flamingo[1] or Saleforce’s Blip-2[2]

• Nobody knows how they do it!

Motivation

69

[1] Alayrac J B, Donahue J, Luc P, et al. Flamingo: a visual language model for few-shot learning[J]. NeurIPS 2022
[2] Li J, Li D, Savarese S, et al. Blip-2: Bootstrapping language-image pre-training with frozen image encoders and large 

language models. arXiv preprint 2023



• What is the secret of GPT-4’s Vision-Language 
Abilities?
• Fancy large datasets with data like draft-to-website 

image pairs?
• Secret model architectures?
• Or just with an advanced large language model?

Motivation

70



• It might be possible to simply aligning Blip-2's vision component 
with a better language model to achieve a much better vision-
language instruction following ability.

• Is it the secret of GPT-4’s vision-language abilities?

Before MiniGPT-4

71



• The vision part of Blip-2 
can provide rich information

• But the language part is not
strong enough

What we learn from ChatCaptioner

72

Scan Me

GitHub 
300+⭐



What do you think of this 
logo design? ### Assistant:

### Human: Linear Layer

The logo design is simple and minimalistic, with a pink line drawing of a flamingo
standing on one leg in the water. The design is clean and easy to recognize, 
making it suitable for use in various contexts such as a logo for a beach resort or a
flamingo-themed event. The use of a flamingo as a symbol adds a touch of 
whimsy and fun to the design, making it memorable and eye-catching. Overall, it's 
a well-designed logo that effectively communicates the brand's message.

Q-Former
&

ViT

Vicuna

• Take Blip-2’s visual 
encoder. Freeze it.

• Take a powerful LLM 
Vicuna[3]. Freeze it.

• Add a linear layer to 
connect modules.

• Enter also context 
texts.

• Generate response.

• How to train it?

MiniGPT-4

[3] Vicuna: An Open-Source Chatbot Impressing GPT-4 with 90% ChatGPT Quality. https://github.com/lm-sys/FastChat 73



Stage 1 Pretraining

74

• Traditional Alignment Method
• Training Dataset: Laion+CC+SBU
• Input: Image Output: Caption
• 10 hours training with 4 A100 GPUs 

Young woman trekking 
through the forest

Input Model Outpu
t



• MiniGPT-4 can see images now.
• But it forgets how to talk in a natural way!

• Need a way to fix it

Stage 1 Issue

Write me a poem for this image

A man sits with his dog on the

75



Stage 2 Dataset Preparation

76

• Create a small vision-language dataset with detailed, 
human-prefered descriptions.

Stage-1 Model
Generates 

Descriptions

Polishing and 
Filetering By ChatGPT

Further Polishing and 
Filtering By Rules & 

Human

###Human: <Img>  </Img> 
Describe this image in detail. Give 
as many details as possible. Say 
everything you see.
###Assistant: <Description 1>
###Human: Continue
###Assistant: <Description 2>

Fix the error in the given paragraph. 
Remove any repeating sentences, 
meaningless characters, not English 
sentences, and so on. Remove 
unnecessary repetition. Rewrite any 
incomplete sentences. Return directly 
the results without explanation. Return 
directly the input paragraph if it is 
already correct without explanation

Prompt
Prompt

This is an image of an elderly man with 
a beard and wearing a hat, standing in 
front of a mountainous backdrop with a 
village in the distance. The man is 
looking directly at the camera with a 
serious expression on his face.



Stage 2 Finetuning with Template

77

Young woman trekking 
through the forestInput Model Output

Stage 1

###Human: <Img>                   
</Img> Could you describe 
the contents of this image 
for me? 
###Assistant: 

Input Model Output

This is an image of an elderly 
man with a beard and 
wearing a hat, standing in 
front of a mountainous 
backdrop with a village in the 
distance. The man is looking 
directly at the camera with a 
serious expression on his 
face.

Stage 2



Stage 2 Improvement

Stage 2, 7 mins in 1 A100 
80G

Write me a poem for this image

A man sits with his dog on the

Write me a poem for this image

A man sits on a hill, overlooking the city below

The sun sets in a blaze of orange and gold
The sky is painted with colors of light
The man holds his dog close, his face a smile
They sit in silence, watching the world go by 78



Demo: Describe an image in detail

79



Demo: Explain why a meme is funny

80



Humorous Image captioning

81

ICCV23

Large Humorous Image 
Captioning
Dataset 

2.9 million image-text pairs

Collaboration with Oxford TVG

https://torrvision.com/tvghic/
https://arxiv.org/pdf/2307.11636.pdf

https://torrvision.com/tvghic/
https://arxiv.org/pdf/2307.11636.pdf


Demo: Create websites from drafts

82

…



Demo: Problem solving

83



Demo: Write advertisements

84



Code, Models, Hugging Face Demo

85

GitHub 10k ⭐ in 4 days!
Online Demo, Code,

Pretrained Model, Dataset 

Scan Me



Experiments (out of domain/emerging skills)

86



87

Experiments (in-domain. Vs out-of-domain)

In-domain Out-of-domain



Deyao Zhu, Jun Chen, Xiaoqian Shen, Xiang Li, Zechun Liu, Pengchuan Zhang,

Raghuraman Krishnamoorthi, Vikas Chandra, Yunyang Xiong*, Mohamed Elhoseiny*

KAUST, Meta, * Equal-advising

MiniGPT-4-v2: 
Large Language Model as a Unified Interface 

for Vision-Language Multi-task Learning

KAUST

https://minigpt-v2.github.io/



https://minigpt-v2.github.io/

MiniGPT4-v2, September, 2023



90

MiniGPT4-v2, September, 2023

Focus: Multitask In-domainhttps://minigpt-v2.github.io/



91

MiniGPT4-v2, September, 2023

Focus: Multitask In-domainhttps://minigpt-v2.github.io/



92

MiniGPT4-v2, September, 2023

Focus: Multitask In-domainhttps://minigpt-v2.github.io/



93

MiniGPT4-v2, code & examples

Focus: Multitask In-domainhttps://minigpt-v2.github.io/



94

MiniGPT4-v2, Examples

Focus: Multitask In-domainhttps://minigpt-v2.github.io/



95

MiniGPT4-v2, Examples

Focus: Multitask In-domainhttps://minigpt-v2.github.io/



No Culture Left Behind Emotion-Aware AI 

HOW NO CULTURE LEFT BEHIND EMOTION-AWARE AI?

• DIFFERENT FROM NO LANGUAGE LEFT BEHIND, 
EMOTION DISTRIBUTION IS DIFFERENT FOR EACH 
CULTURE? VERY DIFFERENT AI SKILL COMPARED TO 
TRANSLATION AND MUCH HARDER. 

• HOW TO EXTEND TO MANY MORE LANGUAGES TO 
COVER AS MANY CULTURES TO BUILDING INCLUSIVE 
PLATFORMS/ METAVERSE ? MUCH MORE 
CHALLENGING COMPARED TO TRANSLATION



ArtElingo-23: Towards No Culture Left Behind

Youssef Mohamed

Kenneth Ward Church

Mohamed Elhoseiny

• SO FAR 23 LANGUAGES, 100K+ ANNOTATIONS



Multilingual MiniGPT-4, 2023

Youssef Mohamed

Kenneth Ward Church

Mohamed Elhoseiny



Multilingual MiniGPT-4, 2023



Multilingual MiniGPT-4, 2023

CAPTIONING RESULTS



Multilingual MiniGPT-4, 2023

PERFORMANCE ON UNSEEN LANGUAGES



Multilingual MiniGPT-4, 2023



Affective Visual Dialog, 2023

https://affective-visual-dialog.github.io/

Kilichbek Haydarov,  Xiaoqian shen, Avinash Madasu

Affective Visual Dialog (Arxiv23)
50,000 dialogs, 27,180 working hours : thanks  Jack Urbanek, Mephisto team )

Jia Li        Gamal Elsayed



Affective Visual Dialog, 2023

https://affective-visual-dialog.github.io/

Kilichbek Haydarov,  Xiaoqian shen, Avinash Madasu

Affective Visual Dialog (Arxiv23)
50,000 dialogs, 27,180 working hours : thanks  Jack Urbanek, Mephisto team )

Jia Li        Gamal Elsayed



Affective Chatbot : Emotion Guidance



Affective Chatbot : Emotion Guided Image Editing



Introduced Datasets (Affective Vision and Language)

https://affective-visual-dialog.github.io/

Kilichbek Haydarov,  Youssef Mohamed

Emilio Goldenhersch
Jia Li

AI+Mental Health (2023)
Work in progress



Generating Visual Story, 2023

Xiaoqian shen

Mohamed Elhoseiny



Generating Visual Story, 2023

Xiaoqian shen

Mohamed Elhoseiny

StoryGPT-V



Generating Visual Story, 2023

Xiaoqian shen

Mohamed Elhoseiny

StoryGPT-V: can extend story in both vision and language



Xiaoqian shen



Xiaoqian shen



Xiaoqian shen



Imaginative Vision Language Models
IMAGINE TO CREATE

Fashion

Art
IMAGINE TO DRIVE

IMAGINE TO FEEL

IMAGINE TO SEE

e.g, ICCV13, CVPR17, CVPR18, ICCV19, ICLR21, 
CVPR22, ECCV 2022 

e.g, ICCC17, AAAI18, ECCVW18, ICCV19, CVPR21,
ICCC22 , CVPR22,  ICCC22

e.g, CVPR2020, ICLR2021, CoRL21,
ECCV22, ICLR23

Prof. Mohamed Elhoseiny

Affective Visual Art
ArtEmis CVPR21, ArtEmis-2.0 CVPR22

Wofflin Generative analysis, ICCC, 2021


